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DEAR GUESTS OF THE GOR 20!

WELCOME TO THE 22ND EDITION OF THE GENERAL ONLINE RESEARCH CONFERENCE

After two successful conferences in Cologne, we have decided to return with the GOR to Berlin. Therefore, we are very happy to collaborate again with the HTW Berlin - University of Applied Sciences as local organizer to welcome you in Germany’s vibrant capital.

As in previous years, we have a great conference programme lined up for you including keynotes, discussions, presentations, awards, posters, workshops, and much more. You can choose between four simultaneous conference tracks: Track A covers “Survey Research: Advancements in Online and Mobile Web Surveys”. Track B deals with “Data Science: From Big Data to Smart Data”. Track C features “Politics, Public Opinion, and Communication”, and Track D covers “Digital Methods in Applied Research”. In addition, we have three award competitions: i) the GOR Best Practice Award 2020 for the best practice study from applied online research, ii) the GOR Thesis Award 2020 for the best thesis (dissertation as well as bachelor and master) in online research, iii) the GOR Poster Award 2020 for the best poster of the conference. The DGOF Best Paper Award 2020 for the best paper in online research will also be awarded at GOR.

This year’s keynotes review the digital world from different, but tremendously exciting perspectives: On Thursday, 12 March 2020, Patricio Pagani, founder of The Black Puma AI, flies in from Argentina to discuss with us the state of the art of AI in other industries and how relevant this is to the world of market research. And on Friday, 13 March 2020, Milena Tsvetkova, Assistant Professor in the Department of Methodology at the London School of Economics and Political Science, will present recent work that uses online surveys, experiments and digital trace data to study social perception, social interactions and group effects in contexts as diverse as social media, wikis, online gaming and crowdsourced contests.

On the pre-conference day, Wednesday, 11 March 2020, six workshops will take place. This year they cover Web scraping with R as well as collecting and analyzing Twitter data using R, an introduction to using Qualtrics. Another workshop addresses the question how to write collect data which is closer to the truth and another addresses how researchers can create impact with data. Last but not least we are doing another PhD workshop.

Wednesday night we will get together with drinks and snacks and Thursday night is party-time. The GOR Get-Together will take place after the DGOF members’ assembly at the “Radio - The Label Bar”, a bar located in the Eastern part of Berlin on the Frankfurter Allee. For the GOR Party 2020 we move to the hip district of Berlin Mitte, where the “Jung&Schönn” will open its gates for us on Thursday at 8 pm.

We are particularly grateful for the enthusiastic support of and collaboration with our local partners at HTW Berlin: Prof. Dr. Stefanie Molthagen-Schnöring, Prof. Dr. Peter Zaumseil, Prof. Holger Lütters, Stefan Frenzel and their team. We would also like to thank our sponsors and media partners. And, of course, a big THANKS to you, the conference participants, presenters, and speakers at this event!

Have a great time at the General Online Research Conference 2020!

Dr. Otto Hellwig
(Chair DGOF Board and Conference Chair)

Assistant Prof. Dr. Bella Struminskaya
(DGOF Board and Programme Chair GOR 20)

Prof. Dr. Florian Keusch
(DGOF Board and Vice Programme Chair GOR 20)
ONLINE RESEARCH IS A DYNAMIC, INNOVATIVE FIELD, WITH CONSTANTLY EMERGING CHALLENGES AS WELL AS OPPORTUNITIES FOR RESEARCH AND PRACTICE.


DEUTSCHE GESELLSCHAFT FÜR ONLINE-FORSCHUNG E.V.

It is the association’s goal to be the leader in this field. DGOF seeks to bridge different research fields (such as sociology, psychology, political science, economics, market and opinion research, data science) using online research methods and facilitates the transfer between academic research and the industry. DGOF campaigns for the establishment and the development of online research as well as the interests of online researchers in Germany. Online research ranges from online based data collection methods (e.g., web surveys in online panels), to mobile research with smartphones, tablets, and wearables, to the collection and analysis of social media data, administrative data, data from passive measurements, and other big data sources. DGOF organizes the General Online Research (GOR) conference and the Research Plus event series which support professional and collegial exchanges between researchers and practitioners across academia and the industry. By bringing together scientific findings, commercial needs, and practical applications for best practices, DGOF provides a sustainable input for further developments in online research.

DGOF IS A FACILITATOR FOR THIS CHANGE

1. DGOF means development:
Online research is more than just web surveys. We constantly expand our portfolio and our expertise with the development, encouragement, and establishment of innovative digital methods, passive measurement, and big data methods. In addition, we focus on the relationship between the Internet and society.

2. DGOF connects:
We are a bridge between different research disciplines and across commercial applications.

3. DGOF is diverse:
We support our members’ interests, for the dissemination of knowledge, for exchange, and for discussion, as well as for the establishment and implementation of scientific standards.

4. DGOF is innovative:
We are a facilitator of new issues such as big data and data science.

5. DGOF is disruptive:
We support change. It is our practice to foster acceptance for new methods in research, and we are always on the lookout for new developments.

DGOF Deutsche Gesellschaft für Online-Forschung – DGOF e. V.

German Society for Online Research
Huhnsgasse 34b
50676 Cologne (Germany)

Phone: +49 (0)221-27 23 18 180
Fax: +49 (0)221-27 23 18 113
E-Mail: office@dgof.de

www.dgof.de | www.gor.de | www.researchplus.de
Panels as strong as your coffee*

*We provide access panels... and at GOR 2020, also coffee

Innovative Solutions for Data Collection

Bilendi provides access to more than 2 million online panelists across 12 European countries with outstanding reach in Germany, Austria and Switzerland.

There's one other thing we're pretty good at: As a gold sponsor of GOR 2020, we will once again keep you awake with the finest barista coffee at the coffee bar!
**DR. OTTO HELLWIG**

Otto Hellwig has been the CEO of respondi AG since the company’s foundation in 2005. He has been working in the field of market and social research since the early 90s. Dr. Hellwig has a degree in Social Science, Psychology and Media Studies. He worked as a researcher for a number of years at the Institute for Applied Social Research at the University of Cologne and gained his doctorate in 2000. Since March 2013, Otto Hellwig is Chairman of the DGOF Board.

**DR. CATHLEEN M. STUETZER**

Cathleen M. Stuetzer is postdoctoral fellow and research group leader at the Centre for Quality Analysis (ZQA) and lecturer at the Institute for Sociology, University of Technology Dresden, Germany. She is leading two projects funded by the German Federal Ministry of Education and Research (BMBF) and the State Ministry of Science and the Arts (SMWK). Her research focuses on impact evaluation, relations and networks in digital worlds as well as on the implementation of data driven technologies and computational methods. She is currently establishing the research area »Digitalization in Higher Education« at the ZQA, TU Dresden. She earned her PhD in educational technology research and spent a research stay at CASOS at Carnegie Mellon University, Pittsburgh, USA. Her research interests are related to digital sociology, computational social science, network analysis, academic analytics and learning analytics. She is board member of DGOF since 2015 and was (vice) programme chair of the GOR 15 to GOR 17 conferences.

**ALEXANDRA WACHENFELD-SCHELL**

Alexandra Wachenfeld-Schell is Senior Research Director at GIM Gesellschaft für innovative Marktforschung. She was previously Customer Experience Manager at SGBDD and Managing Director at forsa.main, a full-service institute specialized in market, media and social surveys. She has broad experience in the area of quantitative market and social research. She began working in market research more than 20 years ago as a project manager at LINK Institut. For over 10 years she was responsible for strategy, marketing and business development in the area of online research in her role as Research Director at LINK. She, moreover, supervised the actively recruited (by representative telephone interviews) LINK online panel with regards to methods. She focuses on online and methodological research and is a regular speaker at [market] research conferences. She is a member of the DGOF board since March 2013.

**PROF. DR. FLORIAN KEUSCH**

Florian Keusch is Professor of Statistics and Methodology [interim] at the University of Mannheim School of Social Sciences and Adjunct Assistant Professor in the Joint Program in Survey Methodology (JPSM) at the University of Maryland. He received his PhD in Social and Economic Sciences from WU, Vienna University of Economics and Business, Austria. Before joining the University of Mannheim and JPSM, he was a Post-doctoral Research Fellow in the Program in Survey Methodology at the University of Michigan’s Institute for Social Research. His research focuses on nonresponse and measurement error in Web and mobile Web surveys, passive mobile data collection, and visual design effects in questionnaires. He has been a member of the DGOF board since 2017 and serves as the vice programme chair of the GOR 20 conference.

**ASSISTANT PROF. DR. BELLA STRUMINSKAYA**

Bella Struminskaya is an Assistant Professor in Methods and Statistics at Utrecht University, the Netherlands. She holds a doctoral degree in Survey Methodology from Utrecht University and MA in Sociology from the University of Mannheim. Her research focuses on the design and implementation of online, mixed-mode, and smartphone surveys. She has published on various aspects of data quality, nonresponse and measurement error, including panel conditioning and device effects. Her current research focuses on passive data collection, in particular smartphone sensor measurement, as well as recruitment and maintenance of online panels. Bella Struminskaya is a board member of the German Society for Online Research (DGOF) since 2017 and programme chair of the GOR 20 conference.

**DR. STEFAN OGLESBY. MBA**

Stefan Oglesby is chairman of data IQ AG, a consulting agency specializing in data strategy and analytics services, and CEO of deeptrue.com, a start-up developing an open consumer insights platform, directly connecting decision makers, data providers and insight experts. He is also active in academia, with publications about digital methods, and in his role as lecturer for consumer research at the University of Lucerne. He has more than 20 years of experience in marketing and social research, including roles as research director and CEO at a leading Swiss market research agency. He is board member of DGOF since 2019.
DEAR ONLINE RESEARCHERS
WELCOME TO BERLIN, WELCOME TO HTW BERLIN

For the second time HTW Berlin is a proud host of the annual meeting of the German Society for Online Research. We are honored that the online research community is coming back to HTW Berlin to share their research results with the world here on our premises at Campus Treskowallee.

The 2020 General Online Research (GOR) conference is hosting more than 350 researchers from various countries. With more than 100 workshops and scientific presentations and posters this conference is one of the leading scientific interactions of the online research community worldwide. We are honored to be supportive to the research community by welcoming you during three intensive days of scientific discussions in the ever growing field of online research.

Your choice of HTW Berlin is a choice for the biggest university of applied sciences in eastern Germany. With around 13,500 students coming from all across the world, we offer a variety of studying programs on bachelor and master level. Our research activities take place in various disciplines. From mechanical engineering to health research over culture and creative industries; from the digital economy to renewable energy and much more we are actively researching to improve the living on our planet.

May HTW Berlin become the perfect place for a meeting of academic and professional researchers during GOR 20.
May a part of the spirit of modern research stay with us until the community comes back to us one day.

PROF. DR. STEFANIE MOLT HAGEN-SCHNÖRING
Vice-President Research & Transfer
AFTER A VERY SUCCESSFUL GOR CONFERENCE IN 2017,

the online research community is coming back to Berlin to meet at HTW Berlin again. A university of applied sciences is a place where teaching and research go hand in hand. We are more than happy to have hundreds of international researchers here on premise.

The HTW Berlin Management Campus usually hosts more than 3000 students who acquire applied knowledge to help develop a sustainable future in business. The field of digitization is a programmatic one to us. All programs and the institution itself are dedicated to integrate the challenges of a digital future. The faculty consists of 68 professors in the various fields of the economic landscape. As your conference is taking part during the semester break, you will only get to know our facilities and would probably only meet students in the library.

Hopefully, some of the contacts you will first meet here in Berlin will become academic partners or even friends. We really hope to create an impact on the digital research community with our partnership with the German Society for Online Research.

All the best for three inspiring days at HTW Berlin

PROF. DR. PETER ZAUMSEIL
Dean of HTW Berlin Business School

Das Zusammenspiel unserer sechs Units SKOPOS RESEARCH, SKOPOS ELEMENTS, SKOPOS NOVA, SKOPOS CONNECT, SKOPOS NEXT und SKOPOS VIEW ermöglicht uns einen Blick auf Ihr Unternehmen, der völlig neue Perspektiven öffnet.

Besondere Marktforschung mit besseren Analysen sind das Ergebnis. Schön, dass unsere Auftraggeber das auch so sehen.
**WEDNESDAY 11/03/2020**

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>09:00</td>
<td>BEGIN CHECK-IN</td>
</tr>
<tr>
<td>10:00</td>
<td>PHD Workshop</td>
</tr>
<tr>
<td>10:00</td>
<td>WS 1: Web Scraping with R</td>
</tr>
<tr>
<td>10:00</td>
<td>WS 2: First Steps using Qualtrics</td>
</tr>
<tr>
<td>01:00</td>
<td>LUNCH BREAK</td>
</tr>
<tr>
<td>02:00</td>
<td>PHD Workshop</td>
</tr>
<tr>
<td>02:00</td>
<td>WS 3: Collecting and Analyzing Twitter Data using R</td>
</tr>
<tr>
<td>02:00</td>
<td>WS 4: Changing the Question: How to write collect data which is closer to the truth</td>
</tr>
<tr>
<td>05:00</td>
<td>DGOF MEMBERS’ ASSEMBLY</td>
</tr>
<tr>
<td>07:30</td>
<td>GOR 20 GET-TOGETHER</td>
</tr>
<tr>
<td></td>
<td>LOCATION: RADIO - THE LABEL BAR, Frankfurter Allee 23, 10247 Berlin</td>
</tr>
</tbody>
</table>

**THURSDAY 12/03/2020**

<table>
<thead>
<tr>
<th>Time</th>
<th>Event</th>
</tr>
</thead>
<tbody>
<tr>
<td>08:00</td>
<td>BEGIN CHECK-IN</td>
</tr>
<tr>
<td>09:00</td>
<td>OPENING &amp; KEYNOTE 1</td>
</tr>
<tr>
<td>09:00</td>
<td>MARKET RESEARCH BLENDS WITH AI AND ANALYTICS – &quot;MARKET RESEARCH DIGITAL TRANSFORMATION&quot;</td>
</tr>
<tr>
<td>09:00</td>
<td>KEYNOTE SPEAKER: Patricio Pagani</td>
</tr>
<tr>
<td>10:15</td>
<td>Break</td>
</tr>
<tr>
<td>10:45</td>
<td>A 2.1: New Technologies in Surveys</td>
</tr>
<tr>
<td>10:45</td>
<td>A 2.2: Designing Questions</td>
</tr>
<tr>
<td>10:45</td>
<td>B 2: Turning unstructured (Survey) Data into Insight with Machine Learning</td>
</tr>
<tr>
<td>10:45</td>
<td>C 2: Voting Advice Applications</td>
</tr>
<tr>
<td>10:45</td>
<td>D 2: GOR Best Practice Award 2020 Competition I</td>
</tr>
<tr>
<td>11:45</td>
<td>Break</td>
</tr>
<tr>
<td>12:00</td>
<td>A 3.1: Attrition and Response</td>
</tr>
<tr>
<td>12:00</td>
<td>This session ends at 1:20.</td>
</tr>
<tr>
<td>12:00</td>
<td>A 3.2: Motivation and Participation</td>
</tr>
<tr>
<td>12:00</td>
<td>This session ends at 1:20.</td>
</tr>
<tr>
<td>12:00</td>
<td>B 3: Social Media Analysis</td>
</tr>
<tr>
<td>12:00</td>
<td>C 3: News Consumption and Preferences</td>
</tr>
<tr>
<td>12:00</td>
<td>This session ends at 1:20.</td>
</tr>
<tr>
<td>12:00</td>
<td>D 3: GOR Best Practice Award 2020 Competition II</td>
</tr>
<tr>
<td>12:00</td>
<td>This session ends at 12:40.</td>
</tr>
</tbody>
</table>

**TRACK TOPICS**

A: Survey Research: Advancements in Online and Mobile Web Survey
B: Data Science: From Big Data to Smart Data
C: Politics, Public Opinion, and Communication
D: Digital Methods in Applied Research

**Sponsored by GIM**
<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
</tr>
</thead>
<tbody>
<tr>
<td>01:00 – 02:15</td>
<td>LUNCH BREAK</td>
</tr>
<tr>
<td>02:15 – 03:30</td>
<td>A – C 4: Poster Session D4: GOR Best Practice Award 2020 Competition III</td>
</tr>
<tr>
<td></td>
<td>This session ends at 3:15.</td>
</tr>
<tr>
<td>03:30 – 03:45</td>
<td>Break</td>
</tr>
<tr>
<td>03:45 – 04:45</td>
<td>A 5.1: Recruitment Methods A 5.2: Nonresponse</td>
</tr>
<tr>
<td></td>
<td>B 5: Smartphone, Sensors, and Digital Traces as Research Tools</td>
</tr>
<tr>
<td></td>
<td>C 5: Hate Speech and Stereotypes D 5: UX Research vs Market Research</td>
</tr>
<tr>
<td>04:45 – 05:00</td>
<td>Break</td>
</tr>
<tr>
<td>05:00 – 06:00</td>
<td>A 6.1: Scales and Questions A 6.2: GOR Thesis Award 2020 Competition</td>
</tr>
<tr>
<td></td>
<td>B 6: Digitalization Driving Methodical Innovation</td>
</tr>
<tr>
<td></td>
<td>This session ends at 6:20.</td>
</tr>
<tr>
<td></td>
<td>C 6: Misinformation and Fake News</td>
</tr>
<tr>
<td>08:00</td>
<td>GOR 20 PARTY</td>
</tr>
<tr>
<td></td>
<td>LOCATION: JUNG&amp; SCHÖNN BY RAUMKLANG, Zionskirchstraße 5, 10119 Berlin</td>
</tr>
<tr>
<td></td>
<td>The GOR Best Practice Award 2020 will be awarded at the party!</td>
</tr>
<tr>
<td></td>
<td>You need a ticket for the party. Drinks and fingerfood included. Party tickets are included in conference tickets for all days and Thursday day tickets! No tickets at the door. The GOR 20 Party is sponsored by Norstat.</td>
</tr>
</tbody>
</table>

FRIDAY 13/03/2020

<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
</tr>
</thead>
<tbody>
<tr>
<td>08:30</td>
<td>BEGIN CHECK-IN</td>
</tr>
<tr>
<td>09:00 – 10:00</td>
<td>A 7: Device Effects B 7: Smart Data for Marketing and Operations C 7: Campaigning and Social Media</td>
</tr>
<tr>
<td>10:00 – 10:30</td>
<td>Break</td>
</tr>
<tr>
<td>10:30 – 11:15</td>
<td>KEYNOTE 2 STUDYING SOCIAL INTERACTIONS AND GROUPS ONLINE</td>
</tr>
<tr>
<td></td>
<td>KEYNOTE SPEAKER: Milena Tsvetkova</td>
</tr>
<tr>
<td>11:15 – 11:45</td>
<td>GOR AWARD CEREMONY</td>
</tr>
<tr>
<td>A: Survey Research: Advancements in Online and Mobile Web Survey sponsored by GIM</td>
<td></td>
</tr>
<tr>
<td>B: Data Science: From Big Data to Smart Data</td>
<td></td>
</tr>
<tr>
<td>C: Politics, Public Opinion, and Communication</td>
<td></td>
</tr>
<tr>
<td>D: Digital Methods in Applied Research</td>
<td></td>
</tr>
<tr>
<td>Time</td>
<td>Session</td>
</tr>
<tr>
<td>------------</td>
<td>----------------------------------------------</td>
</tr>
<tr>
<td>11:45 – 12:00</td>
<td>Break</td>
</tr>
</tbody>
</table>
| 12:00 – 01:00 | A 9: Push2web and Mixed Mode  
                This session ends at 1:20.  
                B 9: New Types of Data  
                C 9: Gender and Ethnicities  
                D 9: Deeper Understanding with Predictive Analytics |
| 01:00 – 02:00 | DGOF-Mitglieder-Workshop: Trustworthy Research – Qualitätskriterien in der Online-Forschung  
                Dieser Workshop ist ausschließlich für DGOF-Mitglieder! |
| 01:00 – 02:15 | LUNCH BREAK                                 |
| 02:15 – 03:15 | A 10.1: Satisficing and Nonresponse  
                A 10.2: Smartphones in Surveys  
                C 10: Digital Data and Political Attitudes |
| 03:15 – 03:30 | Break                                       |
| 03:30 – 04:30 | A 11.1: Panels and Data Quality  
                A 11.2: Mixed Device  
                A 11.3: Cognitive Processing |

Talk Kunden werden direkt vor Ort von einem unserer 8 Büros in Deutschland, Österreich und anderen europäischen Ländern betreut. Das Unternehmen steht europaweit für hohe Datenqualität, ausgezeichnetes Panelmanagement und lückenlose Datenschutzkonformität, sichergestellt durch höchste IT-Standards und Prozessoptimierung im Projektmanagement, und bestätigt durch die Zertifizierung nach ISO 20252. Die Talk Gruppe ist außerdem Mitglied bei DGOF, VMÖ, SIMAR und ESOMAR.

rfq@talkonlinepanel.com I b2b.talkonlinepanel.com
WORKSHOP 1

WEB SCRAPING WITH R

Time:
Wednesday, 11/March/2020: 10:00 – 1:00

Instructor:
Simon Munzert
(Hertie School of Governance, Germany)

Workshop language:
English

About the instructor:
Simon Munzert is an Assistant Professor of Data Science and Public Policy at the Hertie School.

A hands-on primer to web scraping with R to learn how to scrape content from web pages and connect to APIs from popular web services.

Goals of the workshop: Participants will get an overview of
1) the fundamental technologies involved in web scraping
2) basic tools in R to scrape data from static webpages and to tap web APIs, and
3) the do's and don'ts of web scraping.

WORKSHOP 2

FIRST STEPS USING QUALTRICS

Time:
Wednesday, 11/March/2020: 10:00 – 1:00

Instructor:
Sophie Horneber and Meike Selbach
(SAP SE & University of Mannheim, Germany)

Workshop language:
English (or German)

About the instructors:
Sophie Horneber and Meike Selbach are both working with Qualtrics at SAP and are about to finish their masters degrees in Sociology at the University of Mannheim.

The workshop aims to provide an applied overview of the Qualtrics software (https://www.qualtrics.com/). More specifically, we will go through these steps of an exemplary research project:
- Survey flow management and features
- Survey distribution
- Data analysis and reporting of the survey data
- Dashboard creation with multiple surveys

Goals of the workshop: Participants will get a basic understanding of the features and appearance of Qualtrics and gain first hands-on experience.
**WORKSHOP 3**

**COLLECTING AND ANALYZING TWITTER DATA USING R**

*Time:*  
Wednesday, 11/March/2020: 2:00 – 5:00

*Instructor:*  
Simon Kühne and Dorian Tsolak  
(Bielefeld University, Germany)

*Workshop language:*  
English

**About the instructors:**  
Simon Kühne is a Post-Doc at Bielefeld University interested in survey research and computational social science. Dorian Tsolak is a PhD candidate at Bielefeld University. His research interests cover migration, inequality and social media.

**Goals of the workshop:**  
1) Getting a better understanding of Twitter data, and thus, the potentials and limitations of using it in research projects.  
2) Being able to collect Twitter data using R, and  
3) Being able to perform explorative analyses of the data using R

---

**WORKSHOP 4**

**CHANGING THE QUESTION: HOW TO WRITE COLLECT DATA WHICH IS CLOSER TO THE TRUTH**

*Time:*  
Wednesday, 11/March/2020: 2:00 – 5:00

*Instructor:*  
Steve Wigmore  
(Kantar, United Kingdom)

*Workshop language:*  
English

**About the instructor:**  
Steve Wigmore comes originally from an advertising agency background but has been working in market research for the last 15 years. He has held a number of roles but is currently Director of Modern Surveys at Kantar.

**Goals of the workshop:**  
Improving the participants’ knowledge of techniques for creating engaging surveys which encourage respondents to answer honestly (and to spot when they are not).
WORKSHOP 5

CREATE IMPACT WITH DATA: KNOW YOUR AUDIENCE AND COMMUNICATE WELL

Time:
Wednesday, 11/March/2020: 2:00 – 5:00

Instructors:
Marcel Hebing (1), Larissa Wunderlich (2)
(1: Impact Distillery & DBU, Germany)
(2: Larissa Wunderlich Design, Germany)

Workshop language:
English

We will take a closer look at possible target groups in academia, politics, business and society in general, that you could address with your research. Based on these target groups, we will discuss tools for scientific transfer and, in particular, effective visual communication. As one of these tools, we will introduce you to the Research Impact Canvas.

Goals of the workshop: We will introduce you to a set of tools to increase the impact of your research with regard to the target groups that matter to you. One set of tools will help you to communicate more efficiently, the other set of tools with help you to develop your personal impact strategy. Our goal is to help you to increase the impact of your work.

About the instructors:
Marcel is professor for Data Science (at DBU) and founder of Impact Distillery.
Larissa is designer [https://www.larissawunderlich.de/] and visual communication expert.

PHD WORKSHOP

DOCTORAL WORKSHOP ON ONLINE RESEARCH AND DIGITAL COMMUNICATION

Time:
Wednesday, 11/March/2020: 10:00 – 5:00

Instructors:
Cathleen Stützer (1), Anna-Sophie Ulfert (2)
(1: TU Dresden & DGOF) (2: Goethe University Frankfurt)

Workshop language:
English/German

To support young scientists in the field of online research, a doctoral workshop will take place at the HTW Berlin as part of the annual conference of General Online Research 2020 (GOR 20).

In this workshop, doctoral students at any stage of their PhD career are invited to present and discuss their PhD project with other doctoral candidates and a respondent, who specializes in this research field. The respondent will be individually selected to give feedback to the participants’ project. The dissertation project should have a clear focus on online research.

Please note:
Only open to participants, who have previously applied to attend.
Sei sowas von und anders der Mituns.
MARKET RESEARCH
BLEND WITH AI AND ANALYTICS –
“MARKET RESEARCH DIGITAL TRANSFORMATION”

Establishing a digital-connection with our customers on a superficial level is not hard. Chatbots have been around for years and however that’s not really a deep connection. Consumers in most industries expect significantly higher levels of personalisation of our products and services. But mass-personalisation requires companies to bring together and analyse huge volumes of data that the Market Research Industry is not used to analysing. So what’s going to be our role in this new world?

Client Business Intelligence (BI) and Advanced Analytics departments all around the world are trying to align and harmonise badly-structured data. And they are not calling market research traditional firms to do it. Are they using AI? Not yet, but will they?

What’s the state of the art of AI in other industries and how is that relevant to the world of MR? I invite you to brainstorm together.

PATRICIO PAGANI IS THE FOUNDER OF THE BLACK PUMA AI, A COMPANY DEDICATED TO BLENDING THE POWER OF HUMAN AND DIGITAL BRAINS TO AUGMENT ORGANIZATIONAL INTELLIGENCE. PATRICIO IS ALSO A DIGITAL TRANSFORMATION CATALYST THAT IS HELPING LARGE CORPORATIONS EMBRACE WHAT THE FUTURE HOLDS FOR THEM.

AN ANGEL INVESTOR IN TECHNOLOGY STARTUPS (MOBILITY, IOT), PATRICIO HAS A PORTFOLIO OF COMPANIES HE’S ADVISING. ALSO, HE IS A BOARD DIRECTOR AT INFOTOOLS, A LEADING PROVIDER OF MARKET RESEARCH SOFTWARE TOOLS & SERVICES.

A SOUGHT-AFTER KEYNOTE SPEAKER AT VARIOUS MARKETING FORUMS, YOU WILL FIND PATRICIO DISCUSSING WHAT THE FUTURE MAY HOLD FOR THE BUSINESS INTELLIGENCE AND MARKET RESEARCH INDUSTRY. PATRICIO USED TO BE THE PRESIDENT OF THE NEW ZEALAND MARKET RESEARCH SOCIETY FOR SEVERAL YEARS AND IS CURRENTLY THE ESOMAR REPRESENTATIVE FOR ARGENTINA.
MILENA TSVETKOVA
TIME: FRIDAY, 13/MARCH/2020: 10:30 – 11:15

STUDYING SOCIAL INTERACTIONS
AND GROUPS ONLINE

No man is an island and no online user is alone. All human activity is embedded in social context and structure and the rise of social media has made this fact more pertinent to online research.

On the one hand, the size and composition of the group individuals interact in, the structure of interactions, and collective or other-based incentives affect individual perceptions, behavior, and outcomes. On the other hand, beyond individual outcomes, group outcomes such as segregation and the unequal distribution of resources matter too.

However, analyzing social interactions and groups involves a new set of methodological challenges related to gathering data, reducing data heterogeneity, and addressing the non-independence of observations. In this talk, I will present recent work that uses online surveys, experiments, and digital trace data to study social perception, social interactions, and group effects in context as diverse as social media, wikis, online gaming, and crowdsourced contests.
BE FAST. BE INDEPENDENT.

EMILE
YOUR INSIGHTS DETECTIVE.

Which variables hide the relevant insights?

emile is a cost-efficient interactive tool for data processing and visualisation which enables you to independently analyse your data without the need for programming or statistic skills. For fast insights into your data – spontaneous and as deep and detailed as desired.

CURIOUS? Learn more: www.respondi.com/EN/emile
GOR BEST PRACTICE AWARD 2020

TIME: THURSDAY, 12/MARCH/2020: 10:45 – 3:15

NOMINEES FOR THE GOR BEST PRACTICE AWARD 2020 COME FROM HAPPY THINKING PEOPLE AND ELECTROLUX AB EUROPE; UNIVERSITY OF APPLIED SCIENCES EUROPE, EXEO STRATEGIC CONSULTING AG AND WESTBAHN MANAGEMENT GMBH; LINK INSTITUT AND MCDONALD’S SUISSE; SKOPOS GMBH & CO. KG AND ASAHI KASEI EUROPE GMBH; GAPFISH GMBH, RTL MEDIENGRUPPE, HTW BERLIN AND PANGEA LABS; NEUSTAR GMBH AND MEDIA-SATURN MARKETING GMBH; SKIM EUROPE AND JOHNSON & JOHNSON GLOBAL AS WELL AS GIM GESELLSCHAFT FÜR INNOVATIVE MARKTFORSCHUNG MBH AND DMI DIGITAL MEDIA INSTITUTE GMBH.

BEST PRACTICE IN COMMERCIAL ONLINE MARKET RESEARCH:

The “best practice in commercial online market research” competition was introduced at the 2008 GOR conference and since then has become an important tradition at the General Online Research Conference. Real world case studies with a strong focus on online market research are presented in the competition. The prize is awarded annually to the study which has most effectively answered a key question of online market research with the help of innovative digital methods.

The winners of the award will be selected by the jury and by a random sample of the audience via a mobile survey conducted by respondi. The award will be presented to the winners at the GOR Party at the “Jung&Schönn” on Thursday evening and the laudatory speech will be held at the GOR Award Ceremony on Friday at 11:15.

THE MEMBERS OF THE GOR BEST PRACTICE AWARD 2020 JURY ARE:

sponsored by: respondi

MARIA TEWES (respondi AG, Jury Chair)

HOLGER GEISSLER (marktforschung.de)

FLORIAN RENZ (Beiersdorf AG)

HEIKO LORENZEN (DeutschlandCard GmbH)
HOW TO BETTER UNCOVER EMOTIONS 
IN EARLY-STAGE INNOVATION RESEARCH

Author: Wezel, Sebastian (1); Görmundt, Julia (1); Jorman, Sofia (2)
Organisation: 1: SKIM Europe
2: Johnson & Johnson Global

Have you ever conducted innovation research online and found yourself in a situation where you don’t entirely trust what consumer feedback is telling you? Many of us have had to deal with overstated interest in a new product. Uncovering both rational and emotional needs is vital for new product development (NPD) strategies to accurately size the unmet need or opportunity. While traditional qualitative techniques can uncover emotions, the results can’t easily be scaled. Alternatively, quant research can deliver stated emotions, but lack depth.

Together with Johnson & Johnson, we developed a new hybrid Qual-Quant-AI online research approach for early-stage NPD research. By using a voice analytics tool, we can analyze ‘how’ people communicate their needs, attitudes and interest, to better uncover emotions for more effective innovation strategies. The voice analytics AI tool we selected, audEERING, can detect emotions from voice. In an online survey with voice input a hypothetical ‘Smart Health Band’ was evaluated by consumers. We 1) analyzed the content of responses to look at what people said and 2) using the voice AI tool analyzed how they said it and which emotions were present.

The content analysis - the what was said - showed high interest in the concept. However, the voice AI delivered additional, unexpected results: while still high, the implicit or subconscious interest was not as high as the content analysis had suggested. Analyzing the emotions delivered through voice showed a more realistic level of interest in the product.

Especially for new products it is essential to get accurate estimates for the product’s market potential that are not overstated. The additional voice element helped Johnson & Johnson calibrate the interest in the product to show how much of it was genuine, and in consequence make better informed choices about future strategy. In addition, the emotional analysis uncovered differences in gender reactions. These segmentation insights could prove valuable for future marketing and communications strategies.

Relevance & Research Question:
The benefits of using VR prototypes for higher-cost categories in innovation and design projects are well known—logistics, greater modification flexibility, lower cost, virtual-in-store and competitive choice scenarios.

With VR technology becoming more sophisticated and user-friendly, how can market research further benefit from it? We will present a case study on a new fridge-freezer concept with Electrolux and a leading VR specialist company.

Methods & Data:
54 VR explorations across three countries - Germany, Italy, Sweden - accompanied by a total of 9 in-depth focus groups.

Results:
Across all age groups the VR part worked very well, both as a stand-alone and in combination with focus groups. Following outputs were key benefits:

- Usability: Detailed feedback was gathered – particularly in comparison to fragile 3-D renderings.
- Immersive: With prototypes seeming so real, we received more spontaneous and little post-rationalizing feedback.
- Curiosity: A thrilling tech factor led to higher engagement.
- Involvement: Fridges – a potentially lower interest category – enjoyed higher levels of excitement.
- Playfulness: Tasks were treated more like games.
- Flexibility & Speed: 3D renderings could be changed from one fieldwork session to the next.
- Democracy: VR created equal conditions for prototype and comparison device.
- Realistic Environment: Simulating a realistic shop floor atmosphere including competitive products was made possible.
- Focus Groups + VR: Higher participant focus due to the VR experience – everyone was highly engaged. Higher attention to detail due to the amount of time spent with the prototypes during the VR experience! There was nevertheless a strong creative dynamic present in the F2F groups.

Research moderation expertise is needed to manage “digital excitement” – managing overexcitement that leads them to jumping from one design aspect to the next.

Added Value:
The VR approach was more cost-efficient, more environmentally friendly, offered higher flexibility and in the end enabled deeper and more valuable insights – particularly with regards to usability!

Benefits of VR continued after the research: designers were more open to implementing the design changes as they felt less “emotionally attached” to the stimulus (compared to physical models). Our results were thus received more openly and applied without hesitation.
MEASURING THE INCREMENTALITY OF MARKETING ONLINE AND OFFLINE ON NON-EXPERIMENTAL DATA

Author: Althaus, Daniel [1]; Jarms, Thies [1]; Schweitzer, Ralf [2]
Organisation: 1: Neustar GmbH, Germany
2: Media-Saturn Marketing GmbH, Germany

Relevance & Research Question:
For large companies it has become increasingly difficult to measure marketing effectiveness across a multitude of media types, offline- and online channels and campaigns. It has also become more important to have a consolidated view of all marketing and non-marketing activities. MediaMarktSaturn and Neustar set out to answer the question how much incremental value is generated by 120 marketing activities of MediaMarktSaturn, many of which are happening simultaneously.

Methods & Data:
The solution uses MMM [Marketing-Mix Modeling] and MTA [Multi-Touch Attribution] statistical models to analyze the data. It integrates a huge variety of data types from sales volume, spends and online tracking data to survey-based funnel KPIs, weather data and store traffic counts. To account for the complexity of the data, a hierarchical Bayesian approach is used.

Results:
The effects of marketing activities on brand KPIs, web and store traffic and online and offline sales are being analyzed coherently. It can be shown that different campaign types and media touchpoints influence these KPIs in different ways, opening the opportunity to optimize on specific campaign goals. Survey-based market research results can proxy long-term brand health in the process. The measured efficiency of media types supports a balanced media mix, moving towards the use of online channels, however, it also shows that media types like out-of-home and radio still play a strong part.

Added Value:
The study proves that it is possible to measure the incrementality of offline and online marketing activities in a non-experimental environment. It allows MediaMarktSaturn to compare all marketing activities on the basis of ROI and optimize its media budget accordingly. The introduction of survey-based brand kpis provides the basis for steering multiple outcomes. Last but not least the study supplies further evidence of the utility of hierarchical Bayesian methods in tackling imperfect and highly differentiated data.
APPETITE FOR DESTRUCTION: 
THE CASE OF MCDONALD’S EVIDENCE-BASED MENU SIMPLIFICATION

Author: Schmidt, Steffen (1); Truttmann, Marius (2); Fessler, Philipp (1); Caspard, Severine (2)
Organisation: 1: LINK Institut, Switzerland 
2: McDonald’s Suisse, Switzerland

Relevance & Research Question:
The substantial increase from 8 to more than 90 products in around 40 years, increased the complexity of the product production and preparation process of McDonald’s Switzerland, and consequently threatens the customer-perceived product quality. The critical research challenge and insights goal was to regain efficient resources through removing selected products from the menu but without threatening customer growth.

Methods & Data:
In order to ensure valid and reliable insights with a precise predictive forecasting power, a set of highly advanced methods was applied. In detail, several advanced implicit association tests regarding a brand and product assessment has been employed online and an online-based discrete choice experiment that simulated various consumption situations depending on the shown task-related behavior before with up to 5 choice tasks. In total, a set of five strongly behavior-related indicators [e.g., implicit brand-product-fit, purchase potential etc.] has been derived. Finally, based on that indicators, a final single value indicator for each investigated product has been calculated to determine the overall customer-related consumption value that has been further utilized to derive a review list of products to identify the products that have no substantial impact on the customer’s future behavior. In total, 2056 customers of McDonald’s aged 15 to 79 years who visit a McDonald’s restaurant in the last 12 months at least one time have been interviewed.

Results:
Based on the derived product review list, selective products in the bottom have been removed from the market. Before, a Swiss-wide field experiment in more than 30 restaurants has been conducted to check the actual behavior. As predicted, no decrease related to customer’s visit frequency and average menu spending could be identified. Subsequently, the respective products have been removed from all restaurants.

Added Value:
The innovative method combination was capable to identify customer’s product value, and thus customer’s behavior in the real world. Before, other country organizations of McDonald’s had tried before just one single method [e.g., menu choice based conjoint], but failed. Currently, an increasing number of other country organizations is applying this developed approach for a strengthened market performance.

BEYOND THE REAL VOICE OF THE CUSTOMER: 
EMOTION MEASUREMENT WITH ARTIFICIAL INTELLIGENCE IN ADVERTISING RESEARCH

Author: Freksa, Malte (1); Vitt, Sandra (2); Lütters, Holger (3); Fessler, Dima (4); Rogers, Kim (1)
Organisation: 1: GapFish GmbH, Germany 
2: RTL Mediengruppe, Germany 
3: HTW Berlin, Germany 
4: Pangea Labs, Germany

The important role of emotions in advertising is undoubted and researchers are experimenting with different ways to measure emotion. According to linguist scientist Sendimier “voice conveys our emotional state of mind in the most differentiated way”. With digital speech assistant technology and artificial intelligence new opportunities for research arise.

In the study voice data collection followed up by a high-end automated emotion data analytics process was implemented in an online research design. The goal of this approach is a) to examine whether this approach is implementable from a technological point of view (realization) b) to critically analyze the emotion analytic outcome from a research perspective (validation).

An online-representative sample was recruited: participants were confronted with an experimental setting of online video campaigns, audio ads and Instagram ads. After completing a classic item battery for advertising research, participants had to answer questions with their microphone from the device they were using. The device agnostic approach allows to include Desktop, Laptop, Tablet and Smartphone in the research design. The audio data is analyzed with two API AI approaches:

1) automatic transcription from voice into text (“what”) 
2) emotional analysis of the tone of the voice (“how”).

As results the approach offers the content and the analysis of 21 emotional facets out of the audiofile for each participant.

This research design was effective from a technical perspective: 859 participants [out of 3760 starters] could be analyzed including emotional profiles from each answer. The voice analytic approach shows interesting divergence from the classic answer patterns. Further research approaches should focus in detail on the validity of the emotional scores from audio interactions.

The study combined for the first time an automated data collection and analytics API approach of voice data with automation in transcription and emotional impact measurement. The promising results clearly show the power of artificial intelligence driven research approaches which will change the landscape of research very soon.
ONE OF THE AREAS IN WHICH ASAHII KASEI SPECIALIZES ARE SURFACES AND ACOUSTICS FOR VEHICLES INTERIORS. SKOSPOS SUPPORTS THEM IN ESTABLISHING WHICH REQUIREMENTS AND WISHES CUSTOMERS WILL HAVE REGARDING VEHICLE INTERIORS OF THE FUTURE RESULTING FROM THE CHANGING ROLE OF CAR SHARING AND AUTONOMOUS DRIVING.

ANSWERING THESE QUESTIONS CONFRONTED US WITH THE CHALLENGES OF NOT LIMITING THE PARTICIPANTS IN THEIR THINKING ABOUT FUTURE DEVELOPMENTS WHILST SIMULTANEOUSLY LEADING THEM TOWARDS PRODUCTS FROM THE ASAHII KASEI PRODUCT RANGE.

METHODS & DATA:
WE CHOSE A STANDARD QUANTITATIVE ONLINE APPROACH - BUT WITH A TWIST.

RESULTS:
CLEANLINESS INSIDE THE CAR, ESPECIALLY IN CAR SHARING, IS THE MOST IMPORTANT FACTOR WHEN IT COMES TO THE INTERIOR OF A CAR. THE OVERALL USABILITY OF FEATURES WITHIN THE INTERIOR OF A CAR IS MORE IMPORTANT THAN PREMIUM SURFACES. FINALLY, PARTICIPANTS RESPONDED TO OPEN QUESTIONS WITH LONGER AND MORE EXTENSIVE ANSWERS COMPARED TO SIMILAR AUTOMOTIVE STUDIES.

ADDED VALUE:
The holistic and individualistic approach we followed with our research has proven to be very useful for Asahi Kasei and their business problem. Beginning with the development of the questionnaire, the analysis of the collected data and finally the consultation based on the results: Despite limited budget and time constraints, we were able to lay the groundwork for Asahi Kasei’s future developments of car interiors, enabling them to present the results to current and future customers. In addition, we successfully introduced them to the wonderful world of market research!
GOR POSTER AWARD 2020
TIME: THURSDAY, 12/MARCH/2020: 2:15 – 3:30

POSTERS OFFER THE OPPORTUNITY TO PRESENT LATE BREAKING RESEARCH, SHORT RESEARCH FINDINGS OR DISCUSS WORK IN PROGRESS AT THE GOR CONFERENCE. THE PRESENTED WORKS WILL BE EVALUATED BY A JURY. THE GOR POSTER AWARD 2020 COMES WITH A PRIZE MONEY OF 500 EURO.

POSTERS ARE PRESENTED IN A PLENARY SESSION ON THURSDAY. ACCESS TO THE POSTER PRESENTATIONS WILL BE POSSIBLE DURING THE WHOLE CONFERENCE. A POSTER MAY COVER ANY TOPIC OF ONLINE RESEARCH. ALL SUBMISSIONS IN THIS CATEGORY ARE CONSIDERED FOR THE GOR POSTER AWARD 2020. THE POSTER AWARD CEREMONY WILL TAKE PLACE ON FRIDAY, 13 MARCH 2020 AT 11:15.

PAST WINNERS
OF THE GOR POSTER AWARD ARE:

GOR Poster Award 2019:
Stephan Schlosser (University Göttingen), Jan Karem Höhne (University of Mannheim) and Daniel Qureshi (University Frankfurt) for their Poster „SurveyMaps: A sensor-based supplement to GPS in mobile web surveys“

GOR Poster Award 2018:
Silvana Weber, Tanja Messingschlager and Nina Oszfolk (all Universität Würzburg) for their Poster „Social Comparison Behavior on Social Media: The influence of cognitive re-evaluations“

GOR Poster Award 2017:
Markus Hörmann and Maria Bannert (Technical University Munich) for their poster “Read It From My Fingertips – Can Typing Behaviour Help Us to Predict Motivation and Answer Quality in Online Surveys?” [1st place]; Dirk Frank and Manuela Richter (ISM GLOBAL DYNAMICS) for their poster “Digitalization of health: Examining the business potential of a medical self-diagnosis app using an experimental online research approach“ and Maria Andreasson, Johan Martinsson and Elias Markstedt (University Gothenburg) for their poster “Effects of additional reminders on survey participation and panel unsubscription” [shared 2nd place]

sponsored by:

KANTAR
GOR THESIS AWARD 2020

TIME: THURSDAY, 12/MARCH/2020: 5:00 – 6:00

The GOR Thesis Award competition is an integral part of the GOR Conference series and takes place annually. It comes with a prize money of 500 Euro for each of the two parts of the competition.

All submissions relevant to online research are welcome. Presentations in the past years covered a broad range of topics, be it online surveys or research on the internet or social aspects of the web. Theses must have been submitted in 2018 or 2019, the thesis language can be either English or German. The programme committee assigned three members of the thesis jury to review each submission. The review process was completely anonymised and reviews were randomly distributed in a way that conflicts of interests were avoided.

Two bachelor/master theses and one PhD thesis are nominated for the GOR Thesis Award. The selected authors will present their findings at the GOR Conference and the best presentations will be awarded.

Nominated for the GOR Thesis Award 2020 are:

"Using Artificial Neural Networks for Aspect-Based Sentiment Analysis of Laptop Reviews"
Sonja R. Weiβmann (Catholic University Eichstätt-Ingolstadt, Germany)

"Data Sharing for the Public Good? A Factorial Survey Experiment on Contextual Privacy Norms"
Frederic Gerdon (University of Mannheim, Germany)

"The Digital Architectures of Social Media: Platforms and Participation in Contemporary Politics"
Michael J. Bossetta (Lund University, Sweden)

The members of the GOR Thesis Award 2020 jury are:

Dr. Frederik Funke (LimeSurvey & datenmethoden.de)
Dr. Olaf Wenzel (Wenzel Marktforschung, Jury Chair)
Prof. Dr. Moreen Heine (University of Lübeck)
Dr. Anna-Sophie Ulfert (Goethe University Frankfurt)
Dr. Cathleen M. Stuetzer (TU Dresden)
Holger Geissler (marktforschung.de)
Prof. Dr. Meinald Thielisch (University of Münster)
Markus Weiss (Questback)

Sponsored by:

questback
DGOF BEST PAPER AWARD 2020

TIME: FRIDAY, 13/MARCH/2020: 11:15 – 11:45 (AWARD CEREMONY)

THE GERMAN SOCIETY FOR ONLINE RESEARCH (DGOF) ANNUALLY RECOGNIZES OUTSTANDING SCIENTIFIC CONTRIBUTIONS IN ONLINE RESEARCH THROUGH THE DGOF BEST PAPER AWARD FOR A RESEARCHER OR GROUP OF RESEARCHERS.

THE PRIZE IS AWARDED TO A PAPER THAT PROVIDES A FUNDAMENTAL SCIENTIFIC CONTRIBUTION TO THE ADVANCEMENT OF THE METHODS OF ONLINE RESEARCH. BOTH THEORETICAL/CONCEPTUAL AND EMPIRICAL/METHODOLOGICAL PAPERS ARE CONSIDERED FOR THE AWARD.


WINNER OF THE DGOF BEST PAPER AWARD 2020 IS:

lab.js: A free, open, online study builder.
Behavior Research Methods.
doi: 10.31234/osf.io/fqr49

THE MEMBERS OF THE DGOF BEST PAPER AWARD 2020 JURY ARE:

sponsored by:
leibniz-psychology.org
Leading International Trade Show for Research, Data & Insights

Book Your Stand Now!

3,400 Participants | 190 Exhibitors | 100+ Workshops
Innovation Area | Recruiting | NEW! Best Practice Area

28 and 29 October
MOC Munich · Germany

Contact: Ms Alexandra Frank
frank@research-results.de or visit
www.research-results.com
ABSTRACTS
EFFECTS OF THE SELF-VIEW WINDOW DURING VIDEO-MEDIATED SURVEY INTERVIEWS: AN EYE-TRACKING STUDY

Authors: Feuer, Shelley (1); Schober, Michael F. (2)
Organisation: 1: U.S. Census Bureau, USA
2: The New School for Social Research, USA

Relevance & Research Question:
In videomediated (Skype) survey interviews, how will the small self-view window affect people’s disclosure of sensitive information and self-reported feelings of comfort during the interviews? This study replicates and expands on previous research by (a) tracking where video survey respondents look on the screen—at the interviewer, at the self-view, or elsewhere—while answering questions and (b) examining how gaze location and duration differ for sensitive vs. nonsensitive questions and for more and less socially desirable answers.

Methods & Data:
In a laboratory experiment, 133 respondents answered sensitive questions (e.g., sexual behaviors) and nonsensitive questions (e.g., reading novels) taken from large scale US government and social scientific surveys over Skype, either with or without a self-view window. Respondents were randomly assigned to having a self-view or not, and interviewers were unaware of the self-view manipulation. Measures of gaze were recorded using an unobtrusive eye-tracking system.

Results:
The results show that respondents who could see themselves looked more at the interviewer during question-answer sequences about sensitive (compared to nonsensitive) questions, while respondents without a self-view window did not. Respondents who looked more at the self-view window reported feeling less self-conscious and less worried about how they presented to the interviewer during the interview. Additionally, the self-view window increased disclosure for a subset of sensitive questions, specifically, total number of sex partners and frequency of alcohol use. Respondents who could see themselves reported perceiving the interviewer as more empathic, and reported having thought more about what they said (arguably reflecting increased self-awareness). For all respondents, gaze aver-sion—looking away from the screen entirely—was linked to sensitive (or socially undesirable) responses and self-presentation concerns.

Added Value:
Together, the findings demonstrate that gaze patterns in videomediated interviews can be informative about respondents’ experience and their response processes. The promise is that findings like these can contribute to the design of new, potentially cost-saving video-based data collection interfaces. This study also provides necessary groundwork for continued investigation not only of mode effects on disclosure in surveys (as one measure of response accuracy) but also on interactive discourse more generally.
ARE RESPONDENTS ON THE MOVE WHEN FILLING OUT A MOBILE WEB SURVEY? EVIDENCE FROM AN APP- AND BROWSER-BASED SURVEY OF THE GENERAL POPULATION

 Authors: Herzing, Jessica (1); Roberts, Caroline (1); Gatica-Perez, Daniel (2)
 Organisation: 1: Université de Lausanne, Switzerland
 2: EPFL and Idiap, Switzerland

Relevance & Research Question:
Mobile devices are designed to be used while people are on the move. In the context of a mobile web survey, researchers should consider the potential consequences of respondent mobility for data quality. Being exposed to sources of distraction could result in suboptimal answers and an increased risk of breakoff. This study investigates whether there are between-device differences [web and mobile web browser vs. smartphone app] in terms of the context in which questionnaires are completed. We consider: 1) day, time and location of survey participation; 2) whether participants’ location changes during completion; and 3) whether differences in completion context are related to breakoffs and item nonresponse.

Methods & Data:
We use data from an experiment embedded in a three-wave probability, general population survey conducted in Switzerland in 2019 (N=2,000). Half the sample was assigned to an app-based survey; the other half to a browser-based survey, encouraging mobile web completion. We use a combination of questionnaire data [on current location], paradata [timestamps and location indicators], and respondents’ photos of their surroundings taken at the beginning and end of the survey to gain insight into completion conditions.

Results:
Our results suggest a minority of respondents was ‘on the move’ while filling out the survey questionnaires. Mobile web browser users were more likely to answer in the evening, while PC browser users responded in the late afternoon. Photographs indicate that app users tended to complete the survey at home, although the app was designed to be used on the move [using a modular design with questionnaire chunks which took less than three minutes]. Furthermore, app users were unwilling to move outside to complete a different photo task.

Added value:
The findings inform the design of mobile web surveys, providing insights into ways to optimise data collection protocols [e.g. by tailoring the timing of survey requests in a mixed device panel design], and to improve the onboarding procedure for smartphone app respondents. The provision of unique log-in credentials may have inhibited participant mobility and the possibility to take advantage of this key feature of mobile internet technology.

DESIGNING QUESTIONS

THE EFFECTS OF FORCED CHOICE, SOFT PROMPT AND NO PROMPT OPTION ON DATA QUALITY IN WEB SURVEYS - RESULTS OF A METHODOLOGICAL EXPERIMENT

Authors: Lemcke, Johannes; Albrecht, Stefan; Schertell, Sophie; Wetzstein, Matthias
Organisation: Robert Koch Institut, Germany

Relevance & Research Question:
In survey research item nonresponse is regarded as an important criterion for data quality among other quality indicators [e.g. breakoff rate, straightlining etc.] (Blasius & Thiessen, 2012). This originates from the fact that, as with the unit nonresponse rate, persons who do not answer a specific item can systematically differ from those who do. In online surveys this threat can be countered by using the possibility of prompting after item non-response. In this case prompting means a friendly reminder displayed to the respondent, uniquely inviting him to give his answer. If the respondent does not want to answer it is possible to move on in the questionnaire [soft prompt]. The forced choice option however requires a response on every item.

There is still a research gap on the effects of prompting or forced choice options in web surveys on data quality. Tourangeau (2013) also comes to the following conclusion: ‘More research is needed, especially on the potential trade-off between missing data and the quality of the responses when answers are required’.

Methods & Data:
We conducted a methodological experiment using a non-probability sample recruited over a social network platform in January 2019. To test the different prompting options we implemented three experimental groups [forced choice, soft prompt, no prompt] [Total N = 1,200]. Besides item-nonresponse rate we used the following data quality indicators: breakoff rate, straightlining behavior, duration time, tendency to give social desirable answers and self-reported interest.

Results:
The results show a higher breakoff rate for specific questions where forced choice was applied. Furthermore a higher item nonresponse rate was found for the no prompt option. Overall only small effects were found. Final results on the different effects on the data quality will be presented at the conference.

Added Value:
We found little to no evidence on the impact of prompt options on data quality. However, we found that soft prompt tends to lead to lower item nonresponse compared to no prompt.
DESIGNING GRID QUESTIONS IN SMARTPHONE SURVEYS:
A REVIEW OF CURRENT PRACTICE AND DATA QUALITY IMPLICATIONS

Authors: Čehovin, Gregor; Berzelak, Nejc
Organisation: University of Ljubljana, Slovenia

Relevance & Research Question:
Designing grid questions for smartphone surveys is challenging due to their complexity and potential increase in response burden. This paper comprehensively reviews the findings of scientific studies on several data quality and response behavior indicators for grid questions in smartphone web surveys: satisficing, missing data, social desirability, measurement quality, multitasking, response times, subjective survey evaluation, and comparability between devices. This framework is used to discuss different grid question design approaches and their data quality implications.

Methods & Data:
Experimental studies investigating grids in smartphone surveys were identified using the DiKUL bibliographic harvester that includes over 135 bibliographic databases. The string “‘mobile web survey’ AND (grid OR scale OR matrix or table)” returned 55 results. After full-text evaluation, 35 papers published in English between 2012 and 2018 were found eligible for extraction of findings regarding the eight groups of data quality and response behavior indicators.

Results:
Grid questions tend to increase self-reported burden and satisficing behavior. The incidence of missing data increases with the number of items per page and per grid. The comparisons between smartphones and PCs yield largely mixed results. While completion times are decisively longer on smartphones, the grid format has little to no effect on response times compared to item-by-item presentation. Differences in satisficing are modest and observations about the relationship between missing data and device type are mixed. No effects of device type on socially desirable responding were detected, while differences in measurement quality are mostly limited to worse input accuracy and biased estimates on smartphones due to noncoverage and nonresponse error. Mixed are also the findings about differences in multitasking.

Added Value:
Data quality remains a salient issue in web surveys, as well as in the context of the visual syntax that defines the design of survey questions on different devices. This review of current practice offers insights into data quality implications of the principles for designing grid questions in smartphone web surveys and their comparability to web questionnaires on PCs. The critical elaboration of findings also provides a guidance for future experimental research and usability evaluation of web questionnaires.

THE EFFECTS OF QUESTION WORDING:
STATUS QUO AND A NEGATIVE PREFIX

Authors: Vésteinsdóttir, Vaka (1,2); Odinsdottir, Vera (1,2); Asegirsdottir, Ragnhildur Lilja (1,2); Thorsdottir, Fanney (1,2)
Organisation: 1: University of Iceland, Iceland; 2: RAHÍ: Methodology Research Center at the University of Iceland, Iceland

Relevance & Research Question:
Online surveys on political issues are frequently administered to the general public and research has shown that question wording can have an impact on responses. The focus of this study was to evaluate the effects of status quo versus change and the effects of a negative prefix on responses to the questions used in the advisory referendum on the proposals for a new Icelandic constitution by the Constitutional Council on October 20, 2012. The first hypothesis was that people would be more likely to agree with the status quo when the question did not involve change and the second hypothesis was that people would be less likely to agree with a cause by disagreeing with a negatively worded question (“are you opposed”) than agreeing with a positively worded question (“would you like”).

Methods & Data:
First, two online surveys were conducted where three different versions of the questions were submitted; a) the original version, b) a version estimating the effect of status quo on responses, and c) a version where the prefix “are you opposed” was used instead of the prefix “would you like” used in the original questions. A web survey was conducted using both a sample of university students [N=209] and a social media sample [N=528]. Second, cognitive interviews [N=60] were used to evaluate if the questions are understood in a consistent manner.

Results:
The results indicated that a status quo effect on responses was found in two questions in the university student sample and three questions in the social media sample and an effect of using a negatively worded prefix was found in two question in the social media sample but not in the university student sample.

Added Value:
The results indicate the importance of pretesting questions before they are administered to the general public. This is particularly important when these questions are used in referendums. This study is also a reminder that the results found in a more diverse social media sample often differ from the results obtained in a student sample.

TURNING UNSTRUCTURED (SURVEY) DATA INTO INSIGHT WITH MACHINE LEARNING

HUGE AND EXTREMELY DEEP LANGUAGE MODELS FOR VERBATIM CODING AT HUMAN LEVEL ACCURACY

Author: de Buren, Pascal
Organisation: Caplena GmbH, Switzerland

Relevance & Research Question:
In the last 2 years, substantial improvements in many natural language processing tasks were achieved by building models with several 100s of millions of parameters and pre-training them on massive amounts of publicly available texts in an unsupervised manner [1] [2]. Among the tasks are also many classification problems, which are similar to verbatim coding, the categorization of free-text responses to open-ended questions popular in market research. We wanted to find out if these new models could set new state-of-the-art results in automated verbatim coding and thus potentially be used to accelerate or replace the tedious manual coding process.
Methods & Data:
We train a model based on [1] but adapted to the task of verbatim coding through architecture tweaks and pre-training on millions of reviewed verbatims on https://caplena.com. This model was benchmarked against simpler models [3] and widely available tools [4] as well as against human coders on real survey data. Chosen datasets were provided by two independent market research institutes in the Netherlands (Dutch) and in Brazil (Portuguese and English) with \( n=525 \) and \( n=5900 \) respectively to test the new model on small surveys and large ones alike.

Results:
Our model was able to outperform both our previous simpler models as well as standard online tools on a variety of surveys in multiple languages with a weighted-F1 improvement on the Brazilian data from 0.37 to 0.59. We achieve new state-of-the-art results for automated verbatim coding matching or even surpassing the intercoder agreement between human coders with an F1 of 0.65 from our model vs 0.61 for the human intercoder agreement on the Dutch dataset.

Added Value:
Researchers can now have a tool that performs verbatim coding almost instantaneously and at a fraction of the cost with similar accuracy to full human coding. Besides the quantitative benchmark results, we also provide qualitative examples and guidance as to which surveys are well suited for automated coding and which less so.

References:

A FRAMEWORK FOR PREDICTING MENTORING NEEDS IN DIGITAL LEARNING ENVIRONMENTS

Authors: Stuetzer, Cathleen M. [1]; Klamma, Ralf [2]; Kravciv, Milos [3]
Organisation: 1: TU Dresden, Germany; 2: RWTH Aachen, Germany; 3: DFKI Berlin, Germany

Relevance & Research Question:
Modeling online behavior is a common tool for studying social “ecologies” in digital environments. For this purpose, most of the existing models are used for analysis and prediction. More prediction tools are needed for providing evidence especially for exploring online social behavior to depict the right target group within the right contexts. As a prominent use case in higher education research, the quality of learning processes shall be ensured by providing suitable instruments like mentoring for the pedagogical and social support of students. But how can we identify mentoring needs in digital learning environments? And to what extent can predictive models contribute to the quality assurance of learners’ progress?

Methods & Data:
For contributing to the research questions, we firstly extract and analyze text data from online discussion boards in a distance learning environment by using [automated] text mining procedures (e.g. by topic modelling, semantic analytics, and sentiment analytics). Based on the results, we identify suitable behavioral indicators for modeling specific mentoring occasions by using network analytic instruments. To analyze the emergence of [written] language and to explore latent patterns of sentiments within students’ discussions, GAT [discourse analytic language transcription] instruments are applied. Finally, we build a predictive model of social support in digital learning environments and compare the results with findings from neurolinguistic models.

Results & Added Value:
The contribution proposes an analytical implementation framework for predicting procedures to handle behavioral data of students in order to explore social online behavior in digital learning environments. We present a multidisciplinary model that implements theories from current research, depicts behavioral indicators, and takes systemic properties into account, so that it can be used across the board for applied research. In addition, the findings will provide insights on social behavior online to implement suitable pedagogical and social support in digital learning environments. The study is still a work in progress.

USING AI FOR A BETTER CUSTOMER UNDERSTANDING

Authors: Reiser, Stefan [1]; Schmidt, Steffen [1]; Buckler, Frank [2]
Organisation: 1: LINK Institut, Switzerland; 2: Success Drivers, Germany

Relevance & Research Question:
Many companies are struggling with the growing amount of customer data and touchpoint-based feedback. Instead of learning from this feedback and instead of using it to continuously improve their processes and products, many tend to waste it. Besides, traditional causal models like regression analyses do not help to truly understand why KPIs end up at a certain level. Our research objective was to develop a new process, based on AI models, that help to...

a) most automatically structure and analyze customer feedback.

b) better understand customers incl. hidden drivers of their behaviour.

c) help companies to take action based on their customer feedback.

Methods & Data:
Our approach was to make use of information that almost every company has: the NPS score and open-ended text feedback (=reasons for giving this NPS score per customer). The text feedback is being coded by means of supervised learning incl. the sentiment behind statements (=NLP), then the outcomes are being analyzed by means of neural network analysis.

Results:
The explorative nature of this approach (=open-ended feedback and machine learning algorithms) reveals, which influence individual criteria will have on the NPS. Unexpected nonlinearities and interactions can be unveiled. Hidden Drivers to leverage the NPS can be uncovered. A large amount of data is reduced to the most significant aspects, we also developed a simple dashboard to illustrate these.

Added Value:
We found that this approach produces a far better explanation power than traditional methods like manual coding and linear regression - usually, the explanation power is twice as good! Besides, these analyses may be implemented for any industry or product, and they can produce insights for historical data. Finally, when dealing with big data sets, the machine learning approaches help to be faster and more efficient.
ISSUE FRAMING IN ONLINE VOTING ADVICE APPLICATIONS. THE EFFECT OF CONSERVATIVE AND PROGRESSIVE INTROS ON POLITICAL ATTITUDES

Authors: Holleman, Bregje (1); Kamoen, Naomi (2); Oldenhuis, Peter (1)
Organisation: 1: Utrecht University, The Netherlands
2: Tilburg University, The Netherlands

Relevance & Research Question:
Voting Advice Applications (VAAs), such as German Wahl-O-mat, provide online voting recommendations to millions of people in election time. As these are based on users’ answers to attitude questions, the framing of these questions can have far-reaching consequences. Previous research (Kamoen et al., 2019) showed that providing headers with a left-wing orientation [e.g., on social support] versus a right-wing focus [e.g., on economic growth] to these attitude questions elicits more left-wing answers as compared a condition without header. The current study asks how short progressive versus conservative introductions [comparable to the GALTAN-dimension, Hooge et al., 2002] to the questions affect reported attitudes.

Methods & Data:
We report an experiment in which the introductory texts to 15 statements from Kieskompas for the EU Parliamentary Elections in 2019 were systematically varied. Based on an analysis of political party programs, we developed a version for each statement with a progressive introduction versus a conservative introduction. As the original VAA does not include introductory texts to the statements, a control group without any intros was also added. Participants (N = 106) were randomly assigned to one of the three conditions.

Results:
Results show that the effects vary in direction and size. The introductions tend to lead to answers in direction of the political orientation of that introduction. Besides, the presence of an intro in any direction tends to lead to answers reflecting a more progressive attitude compared to questions without an intro. These patterns could not be related to respondents’ own political orientation, or to differences in respondents’ political sophistication.

Added Value:
A question for VAA builders is how to design their VAA statements in such a way that they optimally inform VAA users about the issues at stake in a certain election without unintentionally affecting the answers. This study shows there is no easy solution as any information added may affect the answers. Also, this study contributes to studies on issue framing by showing a way to vary frames systematically across different issues.
ATTRITION AND RESPONSE

NOW, LATER, OR NEVER? USING RESPONSE TIME PATTERNS TO PREDICT PANEL ATTRITION

Authors: Minderop, Isabella Luise; Weiß, Bernd
Organisation: GESIS Leibniz Institute for the Social Sciences, Germany

Relevance & Research Question: Keeping respondents who have a high likelihood to attrite from a panel in the sample is a central task for [online] probability panel data infrastructures. This is especially important when respondents at risk of dropping out are notably different from other respondents. Hence, it is key to identify those respondents and prevent them from dropping out. Previous research has shown that response behavior in previous waves, e.g., response or nonresponse, is a good predictor of next wave’s response. However, response behavior can be described in more detail, by, for example, taking paradata such as time until survey return into account. Until now, time until survey return has mostly been researched in cross-sectional contexts, which offer no opportunity to study panel attrition. In this innovative study, we investigate whether (a) respondents who return their survey late more often than others and (b) respondents who show changes in their response behavior over time are more likely to attrite from a panel survey.

Methods & Data: Our study relies on data from the GESIS Panel which is a German bi-monthly probability-based mixed-mode panel (n = 5,000). The GESIS Panel includes data collected in web and mail mode. We calculated the days respondents required to return the survey from online and postal time stamps. Based on this information, we distinguish early, late and non-response. Further, we identify individual response patterns by combining this information across multiple waves. We calculated the relative frequency of late responses and the changes in a response pattern.

Results: Preliminary results show that the likelihood to attrite increases by 0.16 percentage points for respondents who always return their survey late compared to those who always reply early. Further, respondents who change their response timing each wave are 0.43 percentage points more likely to attrite.

Added Value: The time until survey return is an easily available paradata. We show that the frequency of late responses as well as the changes in response time patterns predict attrition just as good as previously used models that include survey evaluation or available time, which might not always be available.

PERSONALIZING INTERVENTIONS WITH MACHINE LEARNING TO REDUCE PANEL ATTRITION

Authors: Wenz, Alexander [1,2]; Blom, Annelies G. [1]; Krieger, Ulrich [1]; Fikel, Marina [1]
Organisation: 1: University of Mannheim, Germany; 2: University of Essex, United Kingdom

Relevance & Research Question: This study compares the effectiveness of individually targeted and standardized interventions in reducing panel attrition. We propose the use of machine learning to identify sample members with high risk of attrition and to target interventions on an individual level. Attrition is a major concern in longitudinal surveys since it can affect the precision and bias of survey estimates and costs. Various efforts have been made to reduce attrition, such as using different contact protocols or incentives. Most often, these approaches have been standardized, treating all sample members in the same way. More recently, this standardization has been challenged in favor of survey designs in which features are targeted to different sample members. Our research question is: Can personalized interventions make survey operations more effective?

Methods & Data: We use data from the German Internet Panel, a probability-based online panel of the general population in Germany, which interviews respondents every two months. They receive study invitations via email and a 4€ incentive per survey completed. To evaluate the effectiveness of different interventions on attrition, we implemented an experiment in 2018 using a standardized procedure. N = 4,710 sample members were randomly allocated to one of three experimental groups, and within each group were treated in the same way: Group 1 received an additional 10€ incentive, Group 2 received an additional postcard invitation while Group 3 served as control group.

Results: Preliminary results suggest that the standardized interventions were only effective for sample members interviewed for the first time (postcard significantly reduced the attrition rate by 3%-points; incentive no effect), but not for those in subsequent waves. In a further analysis, we conduct a counterfactual simulation investigating the effect of these interventions if 1) only people with high attrition propensities were targeted, and 2) these people received the treatment that was predicted to be most effective for them.

Added Value: This study provides novel evidence on the effectiveness of using personalized interventions in reducing attrition. In 2020, we will develop prescriptive models in addition to the predictive models for actually targeting panel members during fieldwork under a cost-benefit framework.
THE IMPACT OF PERCEIVED AND ACTUAL RESPONDENT BURDEN ON RESPONSE QUALITY: FINDINGS FROM A RANDOMIZED WEB SURVEY

Authors: Kunz, Tanja; Gummer, Tobias
Organisation: GESIS Leibniz Institute for the Social Sciences, Germany

Relevance & Research Question: Questionnaire length has been identified as a key factor affecting response quality. A larger number of questions and the associated respondent burden are deemed to lower the respondents’ motivation to thoroughly process the questions. Thus, respondent burden increasing with each additional question respondents have to work through is likely to lower response quality. However, only little is known so far about the relationship between actual and perceived respondent burden, how this relationship may change over the course of questionnaire completion, and how response quality is affected by this depending on the relative position of the question within the questionnaire.

Methods & Data: A web survey was conducted among respondents of an online access panel using a questionnaire of 25-29 minutes length. The question order was fully randomized, allowing the effects of question position on response quality to be disentangled from the effects of content, format, and difficulty of individual questions. Among these randomly ordered survey questions, a block of evaluation questions on self-reported burden was asked several times. Due to complete randomization of the survey questions and by repeatedly asking the evaluation questions, changes in the actual and perceived respondent burden over the course of questionnaire completion and its effect on response quality could systematically be examined. Several indicators of response quality were taken into account; among others, don’t know responses, nondifferentiation, attention check failure, and length of answers to open-ended questions.

Results: We found only minor effects of actual respondent burden on response quality, whereas higher perceived respondent burden is associated with poorer response quality in a variety of different question types.

Added Value: This study provides evidence of how the actual and perceived respondent burden evolves over the course of the questionnaire and how both affect response quality in web surveys. In this respect, the present study contributes to a better understanding of previous evidence on lower data quality in later parts of questionnaires.

MOTIVATION AND PARTICIPATION

DO PREVIOUS SURVEY EXPERIENCE AND BEING MOTIVATED TO PARTICIPATE BY AN INCENTIVE AFFECT RESPONSE QUALITY? EVIDENCE FROM THE CRONOS PANEL

Authors: Schwarz, Hannah [1]; Revilla, Melanie [1]; Struminska, Bella [2]
Organisation: 1: Pompeu Fabra University (UPF), Spain
2: Utrecht University, The Netherlands

Relevance & Research Question: As ever more surveys are being conducted, respondents recruited for a survey are more likely to already have previous survey experience. Furthermore, it becomes harder to convince individuals to participate in surveys and thus incentives are increasingly used. Both having previous survey experience and participating in surveys due to incentives have been discussed in terms of their links with response quality. In both cases, theoretical arguments exist that argue these factors could increase or decrease response quality. Empirical evidence is scarce and findings are mixed. This study thus aims to shed more light on the link of previous survey experience and participating due to incentives with response quality.

A UNIQUE PANEL FOR UNIQUE PEOPLE. HOW GAMIFICATION HAS HELPED US TO MAKE OUR ONLINE PANEL FUTURE-PROOF

Authors: Ifill, Conny; Setzer, Robin
Organisation: Norstat Deutschland GmbH, Germany

Relevance & Research Question: For many years, online panels have been struggling with every time lower response rates and shorter membership durations in average. The responses to this threatening challenge are manifold. Simply put, panels either have to lower the quality standards to sustain a high recruitment volume or they have to increase the loyalty and activity rate of its then costlier recruited members. We decided to invest into the longevity of our member’s base by relaunching out panel in 18 European countries and introducing game mechanics to our panelists.
Methods & Data:
We analysed data of the probability-based CROss-National Online Survey (CRONOS) panel covering Estonia, Slovenia and Great Britain. We use three response quality indicators [item nonresponse, occurrence of primacy effects and nondifferentiation] as outcome variables and indicators for having previous web survey experience and being motivated to participate due to the incentive as predictors of main interest in our regression models.

Results:
We found that previous web survey experience had no impact on item nonresponse and occurrence of a primacy effect but reduced nondifferentiation. Being motivated to participate by the incentive did not have a significant impact on any of the three response quality indicators. Hence, overall we find little evidence that response quality is impacted by either of the two factors, previous web survey experience and participating due to the incentive, which are increasingly present in target populations these days.

Added Value:
We add to the scarce pool of empirical evidence on the link between having previous survey experience and participating in surveys due to incentives with response quality. An explicit measure of extrinsic motivation is used in contrast to previous research which often simply assumes extrinsic participation motivation to play a role if incentives are provided.

MODERATORS OF RESPONSE RATES IN PSYCHOLOGICAL ONLINE SURVEYS OVER TIME. A META-ANALYSIS

Authors: Burgard, Tanja [1]; Wedderhoff, Nadine [1,2]; Bosnjak, Michael [1,2]
Organisation: 1: ZPID Leibniz Institute for Psychological Information, Germany 2: University of Trier, Germany

Relevance & Research Question:
Response rates in surveys have been declining in various disciplines in the last decades. Online surveys have become more popular due to their fast and easy implementation, but they are especially prone to low response rates. At the same time, the increased use of the internet may also lead to a higher acceptance of online surveys in the course of time. Thus, the overall time trend in response rates of psychological online surveys is in question. We hypothesize a decrease in response rates and examine possible moderators of this time effect, as the invitation mode or contact protocols.

Methods & Data:
We searched PsycInfo and PubPsych with the search terms: [Online Survey or Web survey or Internet survey or email survey or electronic survey] and [response rate or nonresponse rate]. This resulted in 913 hits. The abstracts of these records were screened to exclude studies not reporting results of online surveys. We excluded 84 records, resulting in 829 articles for full text screening.

So far, 318 full texts have been screened to assess, whether an article reports response rates of online surveys only and if the information on the participant flow is sufficient to compute response rates, the outcome of interest. Using the metafor package in R, mixed effects multilevel models will be used to investigate the hypothesized time effect and the moderating effects of recruitment, invitation and contact protocols.

Results:
With information on 95 samples from 83 reports, the estimated mean response rate in this meta-analysis is 46%. There is evidence of declining response rates over time. Personal contact to invite respondents improves the willingness to participate. The response rates are slightly higher in samples that received a pre-notification. The number of reminders has no effect on response rates.

Added Value:
The results of the meta-analysis are important to guide decisions on the conduction of online surveys in psychology. To reach the target population, personal contact and use of a pre-notification is recommended. Further investigations, for example on the use of incentives and on the effect of respondent burden, will follow.

WE’RE ONLY IN IT FOR THE MONEY: ARE INCENTIVES ENOUGH TO COMPENSATE POOR MOTIVATION?

Authors: Brunel, Valentin; Palat, Blazej
Organisation: Sciences Po, France

Relevance & Research Question:
Attrition has been one of the main targets of survey research in panels from its beginnings (Lazarsfeld 1940, Massey and Tourangeau 2013). This research aims at using different tools measuring motivation (closed items, paradata, open-ended questions) to understand how initial motivation, interacting with different types of incentives, plays a part in the decision to leave the panel in the context of changing panel functioning.

Methods & Data:
ELIPSS panel, whose panelists were equipped for survey completion with dedicated tablets connected to the internet, was active from 2012 to 2019. Panelists’ motivations to join the panel were systematically measured during recruitment. Their response quality and motivation were also assessed using paradata and recurrent survey measures. As the panel’s functioning was about to change, an experiment on using unconditional differential incentives to encourage staying in the panel was designed. Three randomly selected groups of panelists were formed. The first received financial incentives of the same amount repeatedly: at t1 and four months later at t2. The second received the same financial incentive once at t2, and the third received the same financial incentive coupled with a gift at t2. We analysed the influence of those incentives on panel attrition in interaction with motivation indicators.

Results:
Initial motivation studies in the ELIPSS panel have outlined the importance of this indicator in further behavior inside the panel. We observed that as panelists declared themselves more interested by incentives, their chances of leaving increased. Results of the experiment show a marginally significant effect of incentive type on attrition. Panelists who were given additional incentives didn’t seem to remain more often, quite the contrary. However, interpretation of those effects should be clearer when taking motivation into account. Certain types of incentives may have differential results on different types of panelists.

Added Value:
The study results add to the knowledge of how the effects of initial motivation to join an online, non commercial research panel interact with unconditional differential incentives to influence panel attrition in an exceptional context. It is thus of primary importance for panel management purposes.
SHOULD I STAY OR SHOULD I GO?
WHY DO PARTICIPANTS REMAIN ACTIVE IN MARKET RESEARCH COMMUNITIES?

Authors: Wakenhut, Ruth Anna; Fürwitt, Jaqueline; Vogt, Sophie
Organisation: KERNWERT, Germany

Relevance & Research Question:
The conception and realization of medium- and long-term market research online communities confront researchers with great challenges: In particular qualitative communities are dependent on committed participants staying during the whole field time in order to gain insightful, relevant answers. Some community projects seem to fail precisely in keeping people motivated over a longer period of time.

Through other studies we have already learned that monetary incentive plays an important, but not all determining role. What other factors are relevant? We want to explore the reasons for commitment in research communities and how it can be positively influenced to achieve comprehensive participation throughout a longer community. We focus on the field time, on everything happening after recruitment. We want to better understand how a good online community works from the participants’ perspective.

Methods & Data:
We apply a mixed approach and conduct our research in 3 phases with increasing depth: A quantitative questionnaire with about 200 participants is followed by a short digital qualitative project (e.g. forum, associative and projective tasks) with about 40 participants and 8-12 one-hour webcam interviews. This iterative approach allows a gradual identification of participants’ experiences, expectations and needs in relation to online communities. We work with participants from different recruitment sources (panel and field service providers), all already took part in qualitative digital research. The total field time is about 2 weeks.

Results:
None yet. We will conduct the study in January-February 2020 and will be able to present the results at the conference.

Added Value:
Our industry is facing the challenge of continuing to attract people who take the time to answer our questions – even over a longer period of time. Especially in qualitative research communities we need open dialogue partners who are willing to stay a while with us. Without participants, there is no market research. Motivated participants who feel valued are likely to provide personal, authentic answers. Understanding why people stay in online communities is important to ensure that those needs are met and people continue their participation.
API OR DATA DONATION? - COMPARING DIFFERENT METHODS OF LINKING TWITTER AND SURVEY DATA

Authors: Beuthner, Christoph [1]; Keusch, Florian [2]; Weiß, Bernrd [1]; Silber, Henning [1]

Organisation: 1: GESIS Leibniz Institute for the Social Sciences, Germany
2: University of Mannheim, Germany

Relevance & Research Question:
Linking survey to social media data opens new possibilities for researchers. Twitter is not only one of the most frequently used social networks for political communication, but also offers a vast amount of publicly available posts. Linking these data with survey data requires respondents to consent to data linkage and to complete an identification procedure. One way of getting access to Twitter data is to ask respondents to share their Twitter account name (“handle”) with the researcher, who then accesses the data via the Twitter API. Another option is to instruct respondents to download the data from their own Twitter account and then donate them to the researcher.

Methods & Data:
We use a German online non-probability access panel to recruit respondents to complete an online survey (N = 2400). All respondents who use Twitter (n = 800) are asked for their consent to data linkage. Those who state their willingness are randomly assigned to either share their data by providing their Twitter handle or via data donation. All respondents who consent to sharing their Twitter data are given specific instructions dependent on the experimental conditions. Additionally, all respondents who take part in the study are randomly assigned to one of three incentive conditions for sharing their Twitter data [0€, 2.5€, 5€]. The incentive is only paid out, when the linkage procedure is completed successfully.

In our analysis, we will compare both methods of data sharing based on their linkage rate. Furthermore, we will assess the effect of incentives in relation to other factors, like demographics.

Results:
The field period will be in November and early December 2019, and the data will be analyzed immediately afterward.

Added Value:
Our study will compare two methods of linking additional data to survey data. Comparing different methods of data sharing will help to evaluate the feasibility of gathering data via data donation, a new data collection method. Furthermore, our experimental design will allow us to assess the effect of incentives on the willingness to share social media data within a survey.

USING FACEBOOK & INSTAGRAM TO RECRUIT LGBTIQ FOR WEB SURVEY RESEARCH

Author: Kühne, Simon
Organisation: Bielefeld University, Germany

Relevance & Research Question:
In many countries and contexts, survey researchers are facing decreasing response rates and increasing survey costs. Data collection is even more complex and expensive when rare or hard-to-reach populations are to be sampled and surveyed. Alternative sampling and recruiting approaches are usually needed in these cases including non-probability and online convenience sampling. A rather novel approach to recruit rare populations for online & mobile survey participation uses advertisements on social media. In this study, I present the fieldwork results of a survey of Lesbian, Gay, Bisexual, Trans, and Queer (LGBTIQ), for which participants were recruited via ads on Facebook and Instagram.

Methods & Data:
In 2019, an ad campaign was launched on Facebook and Instagram to recruit German web survey participants self-identifying as LGBT or Q. The survey was part of a research project on LGBTIQ and Rainbow Families in Germany conducted at Bielefeld University. The questionnaire covered a variety of topics including partnership, family/children, employment, health, and experience of discrimination.

Results:
Over the course of 5 weeks, over 7,000 respondents participated in the web survey (completed interviews). Comparatively few screenouts and survey break-offs were observed throughout the fieldwork period. Plausibility checks and measurement error indicators point to good data quality.

Added Value:
This study provides novel insights on how to plan and conduct an ad campaign for recruiting rare and hard-to-reach populations for web survey research. First, the practical details and challenges of fieldwork and campaign management are discussed. Second, the survey data is analyzed focusing on survey error and potential data quality issues. And finally, the social media sample survey is compared to a probability-based, face-to-face sample survey of LGBTIQ in Germany that was carried out simultaneously as part of the research project.
their online activities on their personal computers and mobile devices recorded. We extract information about news content consumed by respondents and search queries made to online search engines from the web logs. To analyze this content, we use natural language processing techniques [BERT, Bidirectional Encoder Representations from Transformers]. We then model respondents’ political preferences and voting behavior using features from the content consumed online.

Results:
Preliminary results indicate that the content of news consumed is a good predictor of voting behavior and political preferences and outperforms information that merely summarizes visits to news and other websites. Overall, however, records of online activities do not seem to predict voting behavior and political preferences in an almost deterministic way.

Added Value:
Our results add to the debate of selective news exposure and changes in political engagement due to Internet use. Moreover, they confirm previous findings regarding the limited effect size of Internet use and selective news exposure on political behaviors and preferences. Overall, it seems that online societies may not be as fragmented as some early commentators postulated.

HOW DO NEWS AND EVENTS IMPACT CLIMATE ANXIETY AND HOW ARE PEOPLE REACTING?

Author: Bermeo, Jhanidya
Organisation: Brandwatch, Germany

Relevance & Research Question:
Global climate change continues to increase in visibility through observable environmental events, news, or political attention. As a result, psychological and mental health implications have begun to be considered in academic and practitioner circles. Awareness of the threat of climate change has led to an increase in “eco-anxiety” or “climate anxiety” in which individuals feel stressed, worried, nervous, or distressed about the future on Earth. This research aims to add to the growing body of literature on climate anxiety by examining American-based social media posts with the intention of understanding what type of climate-related events, news stories or political activities impact expressions of climate anxiety. Additionally, this research seeks to examine if people suggest taking any household, local, or national actions in light of climate anxiety, such as reducing consumption, switching to green products, or advocating and voting for climate friendly politicians.

Methods & Data:
With access to Twitter and Reddit data through Brandwatch Consumer Research software, close to 50,000 posts about climate anxiety were collected from January 2016 through October 2019 (45 months) geolocated in the United States. An exploratory data-led approach will be taken with a sample of this data to establish themes and actions being discussed. Once these themes and actions are established, automated text analysis will be used to populate the categories against data from the full dataset such that they will continue to segment new conversation as it happens. This will allow revisiting the data in the future to become aware of any longitudinal changes in people’s opinions and behaviour.

Results:
The analysis will be completed early 2020.

Added Value:
The research intends to create a framework for understanding how social data can be used to examine drivers of climate anxiety, as well as possible tipping points that create impetus for personal, social, or political action among those most worried about the impact of climate change on our future. Additionally, understanding tipping points can aid pro-climate politicians and activists to capitalise on events and stories that most trigger action.

PATTERNS OF ONLINE NEWS CONSUMPTION IN GERMANY – PROMOTING (DIGITAL) DIVIDES?

Author: Brentel, Inga
Organisation: Heinrich-Heine-Universität Düsseldorf, Germany

Relevance & Research Question:
Information-seeking behaviour online is discussed heavily in social science online [news] consumption is suspected to be fragmented and, therefore, promote social divides through polarization and des-integration [Katz, 1996; Warner, 2008; Tewksbury, 2005]. Phenomena like digital divide, filter bubbles and echo chambers are focus of many studies looking at social groups, like digital natives, or platforms, like facebook, youtube and twitter, [Babic & Jandura, 2017; Mahrt, 2017; Hasebrink, Hölig, 2016]; But still we are lacking a big picture for online news-consumption patterns in Germany. This presentation ties in here giving answer to: What are the patterns [along social-demographic characteristics] of news-consumption online in Germany?

Methods & Data:
Based on a representative, unique media-use dataset [MA-Intermedia-Plus], collected for media providers´ and marketers´ media-planning, the German online-media use is analysed. With more than 300.000 users and 4.300 online-media offerings (exceeding 400 providers) for 2016, IntermediaPlus is an unprecedented data source on German media market able to provide a bigger picture of online-media use. Working with IntermediaPlus in academic context means facing big-data challenges, which were solved by best case data-management process using the digital software CharmStatsPro. Throughout this process data was enriched with structuring information like providers’ media origin, supplier information, business model, online format, and 24 content-related genres. For this presentation patterns of online-media use along the news-genres (politics, economics, news), most relevant for political opinion-building, and social factors like sex, education, age, and socio-economic status are (descriptively) analysed.

Results:
Target of the presentation is to analyse and discuss possibly revealing inequalities in information level through online media across social groups. Thus, the presentation will portray:

1) news-consumption patterns along genres for German websites,
2) news-consumption patterns online of users regarding their social factors, and
3) analyse news-consumption patterns online concerning social and digital divides

Showing that news-related genres have more specific users [male, 30ies to mid-50ies, high economic status], but other information-related genres are used broadly compared to offline-media consumption.

Added Value:
Innovative methodological approach using a commercial data-source for research as best practice data-processing; plus, providing a bigger picture of online news-consumption compared to case studies.
MEASURING SEX AND GENDER NONBINARY: INTRODUCTION OF A MULTIDIMENSIONAL GENDER SCALE IN SURVEY RESEARCH

Authors: Bucher, Hannah Elisabeth; Beuthner, Christoph
Organisation: GESIS-Leibniz Institute for the Social Sciences, Germany

Relevance & Research Question:
The gender variable is one of the most commonly used variables in survey research. However, the question about gender used in surveys is usually limited to the binary item „What is your gender? - male or female”. This question no longer appears to be up-to-date, as the concept of gender has changed considerably in recent years [and decades] from a binary classification to a multidimensional concept in society, law, and science. However, there have been few empirical investigations on how this multidimensional concept can be embedded in survey research. It is the aim of our study, to adapt the questioning of gender in survey research to a nonbinary, multidimensional concept. A fundamental innovation of the gender scale developed by us is that a distinction is made between sex assigned at birth and gender, with both concepts being measured with a non-binary scale that easily can be embedded in self-administered surveys.

Methods & Data:
Both qualitative and quantitative methods are used in this investigation: We first conducted interviews with 2 experts. Besides, we carried out web probing with a nonprobability sample which consists largely of persons who do not identify themselves as being male or female. In a further step, the scale is tested in two probability-based mixed-mode surveys in Germany.

Results:
As data collection is not yet complete, we will present preliminary results of the different steps of data collection. The focus will be primarily on the evaluation of the scale by respondents. In addition, we will report the first results of data analysis [e.g. frequencies, distributions, correlations].

Added Value:
This study contributes to reflecting and expanding the understanding of gender in survey research. In addition, it shows an alternative approach to measure sex and gender that aims to include gender diversity, which can easily and quickly be implemented in online surveys.

REPRODUCIBLE AND DYNAMIC META-ANALYSES WITH PSYCHOPEN CAMA

Authors: Burgard, Tanja; Studtrucker, Robert; Bosnjak, Michael
Organisation: ZPID Leibniz Institute for Psychological Information, Germany

Relevance & Research Question:
A problem observed by Lakens, Hilgard, & Staaks (2016) is, that many published meta-analyses remain static and are not reproducible. The reproducibility of meta-analyses is crucial for several reasons. First, to enable the research community to update meta-analyses in case of new evidence. Second, to give other researchers the opportunity to use subsets of meta-analytic data. Third, to enable the application of new statistical procedures and test the effects these have on the results of a meta-analysis.

We plan to set up an infrastructure for the dynamic curation and analysis of meta-analyses in psychology. A CAMA (Community Augmented Meta-Analysis) serves as an open repository for meta-analytic data, provides basic analysis tools, makes meta-analytic data accessible and can be used and augmented by the scientific community as a dynamic resource (Tsuij, Bergmann, & Cristia, 2014).

Methods & Data:
We created templates to standardize the data structure and variable naming in meta-analyses. This is crucial for the planned CAMA to enable interoperability of data and analysis scripts. Using these templates, we standardized data of meta-analyses from two different psychological domains [cognitive development and survey methodology] and replicated basic meta-analytic outputs with the standardized data sets and analysis scripts.

Results:
We succeeded in standardizing various meta-analyses in a common format using our templates and in replicating the results of these meta-analyses with the standardized data sets. We tested analysis scripts for various meta-analytic outputs for the CAMA planned, as funnel plots, forest plots, power plots, and meta-regression.

Added Value:
Interoperability and standardization are important requirements for an efficient use of open data in general [Braunschweig, Eberius, Thiele, & Lehner, 2012]. The templates and analysis scripts presented moreover serve as the basis for the development of PsychOpen CAMA, a tool for the research community to collect data and conduct meta-analyses in psychology collaboratively.

SURVEY ATTITUDE SCALE (SAS) REVISED: A RANDOMIZED CONTROLLED TRIAL AMONG HIGHER EDUCATION GRADUATES IN GERMANY

Authors: Euler, Thorsten; Schwabe, Ulrike; Kastirke, Nadin; Fiedler, Isabelle; Sudheimer, Swettana
Organisation: German Centre for Higher Education Research and Science Studies, Germany

Relevance & Research Question:
Various empirical evidence signals that general attitudes towards surveys do predict willingness to participate in [online] surveys [de Leeuw et al. 2017; Jungermann/Stocké 2017; Stocké 2006]. The nine-item short form of the Survey Attitude Scale (SAS) as proposed by de Leeuw et al. [2010, 2019] differentiates between three dimensions: [i] survey enjoyment, [ii] survey value, and [iii] survey burden. Previous analyses in different datasets have shown that especially the two dimensions, survey value and survey burden, do not perform satisfactorily with respect to internal consistency and factor loadings in different samples [Fiedler et al. 2019]. Referring to de Leeuw et al. [2019], we therefore investigate into the question whether the SAS can be further improved by reformulating single items and adding new ones from existing literature [Stocké 2014; Rogelberg et al. 2001; Stocké/Langfeldt 2003].

Methods & Data:
Consequently, we implemented the proposed German version of the SAS, adopted from the GESIS Online Panel [Struminskaia et al. 2015] in an online survey for German Higher Education Graduates being conducted recently [October - December 2019, n = 1,378]. Furthermore, we realised a survey experiment with split-half design aiming to improve the SAS by varying the wording of four items and adding one supplemental item per dimension. To compare both scales, we use confirmatory factor analysis (CFA) and measures for internal consistency within both groups.
Added Value:

Overall, the standardized short SAS is a promising instrument for survey researchers. By intensively validating the proposed instrument in an experimental setting, we contribute to the existing literature. Since de Leeuw et al. [2019] also do report shortcomings of the scale; we show possibilities for further improvement.

„MAGIC METHODS“, BIGGER DATA AND AI - DO THEY ENDANGER QUALITY CRITERIA IN ONLINE SURVEYS?

Authors: Gaaw, Stephanie; Stuetzer, Cathleen M.; Hartmann, Stephanie; Winter, Johannes

Organisation: Technical University Dresden, Germany

Relevance & Research Question:

Quality criteria in the field of [online] surveys are already existing for quite a long time and are therefore also viewed as well established. With the upcoming of new methodological approaches like new sampling procedures, it’s questionable though if those criteria are still up-to-date and how current research achieves a methodological suitable reconstruction of quality. Therefore this contribution deals with the current state of the art in meeting quality criteria of online surveys in times of big data, self-learning algorithms and AI.

Methods & Data:

On the basis of a narrative literature review, the current state of research will be presented. Findings from both academic as well as applied research are brought together and transferred into recommendations for action. Current [academic] contributions were analysed for challenges and potentials related to quality assurance procedures in the area of online research. In addition, scientific standards and current codes of conduct for the industry were elaborated and examined for their adaptability and scalability for market, opinion and social research.

Results:

The results are currently being processed. However, there still are general quality criteria such as objectivity, reliability and validity. The construct „representativeness“ though is still in discussion and it’s not clear yet whether the gold standard of a representative survey does work online without manipulation procedures. Therefore, a new view on quality criteria in online contexts seems essential in order to give orientation for the successfully implementation of new methods of online research in the future.

Added Value:

The aim is to make a sustainable contribution in the field of quality assessment for both academic and applied online research, especially online surveys. A particular benefit for applied research is to address problems such as survey fatigue and acceptance issues.

VALIDATION OF THE PERSISTENT PHYSICAL SYMPTOMS CHECKLIST FOR ONLINE USE

Authors: Ólafsdóttir, Sigrún [1]; Gylfason, Haukur Freyr [1]; Einarsson, Hjalfr [3]; Thormar, Thorøy [1]; Sigurðsson, Jon Fridrik [1,2]

Organisation: 1: Reykjavik University, Iceland 2: University of Iceland, Iceland 3: Icelandic Confederation of University Graduates

Relevance & Research Question:

Persistent physical symptoms [PPS], symptoms that cannot be explained by organic diseases, are common in all health care settings and are found in most medical specialties. PPS constitute a significant public health issue as they are associated with diminished quality of life and come with massive societal costs. For example, PPS have been associated with, high health care use, work disability, and increased risk of permanent disability pension. Early detection of PPS and referral to appropriate evidence based treatment may result in better outcomes for patients and lower societal cost. Being able to screen for PPS in a cost-effective way [online] is therefore imperative.

ThePPSC is a self-report instrument that screenes for persistent problems with seven types of unexplained physical symptoms that clearly interfere with daily life, i.e. sleep problems, pain, chronic tiredness fatigue or muscle problems, gastrointestinal problems, heart and chest symptoms, dizziness and/or related problems and gynaecological problems. Previous validation of the checklists in a small clinical validation sample suggests adequate convergent validity (all r > .49), however, the online psychometric properties of PPSC in a community sample have not been studied.

The aim of the poster is to describe preliminary results on the convergent validity of the PPSC for online use.

Methods & Data:

The participants were members of the Icelandic Confederation of University Graduates, which have about 13.000 members. An online survey was sent to 10.956 members and 2.464 (22.5%) responded. In addition to the PPSC, four other instruments were administered measuring depressed mood [The Patient Health Questionnaire-9, PHQ9], anxiety [The Generalized Anxiety Disorder-7, GAD7], functional impairment [The Work and Social Adjustment Scale, WSAS] and exhaustion disorder [Karolinska Exhaustion Disorder Scale, KEDS]. Data analysis focused on convergent validity.

Results:

Convergent validity was demonstrated by moderate correlations. The correlations between PPSC and PHQ9, GAD7, WSAS and KEDS were .33, .28, .22, and .34, respectively.

Added Value:

If these preliminary results are confirmed the PPSC could be used as a online screening tool for PPS in research and clinical practice.
INDIRECT QUESTIONING TECHNIQUES: AN EFFECTIVE MEANS TO INCREASE THE VALIDITY OF ONLINE SURVEYS

Authors: Hoffmann, Adrian; Meisters, Julia; Musch, Jochen
Organisation: University of Dusseldorf, Germany

Relevance & Research Question: The validity of surveys on sensitive issues is threatened by the influence of social desirability bias. Even in anonymous online surveys, some respondents try to make a good impression by responding in line with social norms rather than truthfully. This results in an underestimation of the prevalence of socially undesirable attitudes and behaviors. Indirect questioning techniques such as the Crosswise Model claim to control the influence of social desirability and thereby increase the proportion of honest answers. The lower efficiency of indirect questioning techniques requires the use of larger samples that are more easily obtained online. We empirically investigated whether indirect questioning techniques indeed lead to more valid results.

Methods & Data: In a series of experiments we surveyed several thousand participants about different sensitive attitudes and behaviors. We randomly assigned the respondents to either a conventional direct questioning condition or an indirect questioning condition using the Crosswise Model. Prevalence estimates from the different conditions were compared using the “more is better” criterion. According to this criterion, higher estimates for socially undesirable attributes are potentially less distorted by the influence of social desirability and thus more valid.

Results: We found that higher and thus potentially more valid prevalence estimates could be obtained in the Crosswise Model conditions compared to the conventional direct questioning conditions. This finding shows that indirect questioning techniques were indeed capable of controlling the influence of social desirability and could thus increase the validity of the prevalence estimates obtained.

Added Value: Untruthful answers to questions on sensitive topics pose a serious threat to the validity of survey results. Our studies show that even in anonymous online surveys, the proportion of honest answers can be further increased through the use of indirect questioning techniques such as the Crosswise Model. Against this background, indirect questioning techniques appear as an effective means to overcome the harmful influence of social desirability bias on the results of online surveys.

SEMIAUTOMATION OF QUALITATIVE CONTENT ANALYSIS BASED ON ONLINE RESEARCH

Author: Hoxtell, Annette
Organisation: HWTK University of Applied Sciences, Germany

Relevance & Research Question: According to the GRIIT-report 2019, market-researchers consider research and analysis automation a crucial opportunity for their industry. Although qualitative studies are harder to automate than quantitative ones, the automation of qualitative content analysis, a major qualitative evaluation method, is already partially feasible and expected to be further developed.

Main research question: How can qualitative content analysis be (semi-)automated? Sub-questions: What would an automated qualitative research process as a whole look like? How does it advance online research?

Methods & Data: Semi-automation of qualitative content analysis as well as the research process as a whole are conceptualized based on the hermeneutic method, which is applied to a non-automated study carried out by the author using case-study methodology. Automation approaches already in use are identified through a systematic literature review.

Results: Currently, qualitative content analysis and the qualitative research process as a whole can only be semi-automated since they depend on continuous human-machine interaction. Full automation seems feasible with the advance of artificial intelligence. It would be based on online and mobile technologies.

Added Value: This poster highlights a roadmap for the automation of qualitative research comprising qualitative content analysis, an increasingly important topic in qualitative social research, and especially in market research.

ASSESSING THE RELIABILITY AND VALIDITY OF A FOUR-DIMENSIONAL MEASURE OF SOCIALLY DESIRABLE RESPONDING

Authors: Kluge, Rebekka [1]; Etzel, Maximilian [1]; Sakshaug, Joseph Walter [2]; Silber, Henning [1]
Organisation: 1: GESIS Leibniz Institute for the Social Science, Germany 2: Institute for Employment Research, Germany

Relevance & Research Question: Socially desirable responding (SDR), understood as the tendency of respondents to present themselves in surveys in the best possible light, is often understood as a one- or two-dimensional construct. The two short scales, Egoistic (E-SDR) and Moralistic Socially Desirable Responding (M-SDR) understand SDR as a four-dimensional construct. This understanding represents the most comprehensive conceptualization of SDR. Nevertheless, these short scales have not yet been applied and validated in a general population study. Such an application is important to measure and control for social desirability bias in general population surveys. Therefore, we test the reliability and validity of both short scales empirically to provide a practical measure of the four dimensions of SDR in self-administered surveys.

Methods & Data: The items of the source versions of the E-SDR and M-SDR were translated into German using the team approach. To avoid measuring a response behavior rather than social desirability bias, we balanced negative and positive formulated items. The scales together comprise 20 items. We integrated these 20 items into a questionnaire within a mixed-mode mail- and web-based survey conducted in the city of Mannheim, Germany (N=1000 participants). The sample was selected via Simple Random Sampling (SRS).

We assess the reliability and validity of E-SDR and M-SDR by using different analytical methods. To test the reliability, we aim to compute Cronbach’s alpha, the test-retest stability for the two short-scales, and the item-total correlation. To investigate the validity, we will test the construct validity by confirmatory factor analysis (CFA). For measuring discriminant and convergence validity, we correlate the two short-scales with the Big Five traits Extraversion, Agreeableness, Conscientiousness, Emotional Stability, and Openness.
Results:
The field period will be from November 2019 to December 2019, and the first results will be available in February 2020.

Added Value:
Based on our findings, we can evaluate the four-dimensional measurement of SDR with E-SDR and M-SDR short-scales in self-administered population surveys. If the measurement turns out to be reliable and valid, it can be used in future general population surveys to control for SDR.

AN AUTOMATED REPORTING FOR THE GESIS PANEL

Author: Kolb, Jan-Philipp
Organisation: GESIS Leibniz Institute for the Social Science, Germany

The GESIS Panel is based on a random sample that is representative of the German population. Since 2013, more than 32 data publications have been produced. We provide documents for every wave, for example, 32 wave reports. The wave report includes information on how many panelists were invited, the AAPOR rates, and much more information. So there has been a great wealth of information on uncritical panelists, which may and should be available online. The poster gives an overview of the process of automation, which was realized with R and Rmarkdown. Also, further ideas are shown on how to present information online.

Relevance & Research Question:
How can we optimize automated reporting

Methods & Data:
GESIS Panel Metadata; Rmarkdown

Results:
Wave Report and Dashboard

Added Value:
Best Practices for other Survey Programs

USING PREDICTIVE AND PRESCRIPTIVE ANALYTICS TO REDUCE NONRESPONSE IN THE GERMAN INTERNET PANEL

Authors: Krieger, Ulrich; Blom, Annelies G.; Fikel, Marina; Friedel, Sabine; Rettig, Tobias; Wenz, Alexander
Organisation: University of Mannheim, Germany

Relevance & Research Question:
Predictive and prescriptive analytics, typically applied in business settings, can be used to improve the efficiency of survey operations, by increasing survey data quality and reducing data collection costs. In panel surveys, for example, retaining panel members is a high priority. High retention rates increase the analytical potential of the survey and reduce the need for costly refreshment samples. Various efforts have been made to reduce attrition, including the use of different contact protocols or incentives. Most often, these approaches have been used in a standardized manner, treating all panel members in the same way. This standardized approach, however, is ineffective as treatments are also sent to panel members who do not need or do not want to receive such treatments. This poster outlines a project applying predictive and prescriptive analytics to reduce nonresponse in the German Internet Panel and make survey operations more efficient.

Methods & Data:
The German Internet Panel is a probability-based online panel of the general population in Germany. Panel members were recruited in 2012, 2014 and 2018, and are invited to complete a web survey every two months. In the first phase of the project, panel members were randomly allocated to one of two interventions (additional 10€ incentive or additional postcard invitation) and a control group. The experiment was repeated in the two subsequent waves to evaluate the long-term

RESULTS YET, BUT WILL PRESENT FIRST RESULTS AT THE GOR CONFERENCE IN MARCH.

Added value:
PCE can negatively affect the validity of widely used longitudinal surveys and thus, undermine the results of a multitude of analyses that are based on the respective panel data. Therefore, our findings will make a further contribution to the investigation of PCE on data quality and may encourage similar analyses with similar data sets in other countries.

Results:
Since this research is work in progress and related to a DFG-funded project which just started in December last year, we do not have results yet, but will present first results at the GOR conference in March.

Added value:
PCE can negatively affect the validity of widely used longitudinal surveys and thus, undermine the results of a multitude of analyses that are based on the respective panel data. Therefore, our findings will make a further contribution to the investigation of PCE on data quality and may encourage similar analyses with similar data sets in other countries.

COMPARING NOVICE AND EXPERIENCED RESPONDENTS

Authors: Kraemer, Fabienne [1]; Koffmann, Joanna [2]; Bosnjak, Michael [2]; Silber, Henning [1]; Struminskas, Bella [3]; Weiß, Bernd [1]
Organisation: 1: GESIS Leibniz Institute for the Social Sciences, Germany; 2: ZPID Leibniz Institute for Psychological Information, Germany; 3: Utrecht University, The Netherlands

Relevance and Research Question:
Longitudinal surveys allow researchers to study stability and change over time and to make statements about causal relationships. However, panel studies also hold methodological drawbacks, such as the threat of panel conditioning effects (PCE), which are defined as artificial changes over time due to repeated survey participation. Accordingly, researchers cannot differentiate “real” change in respondents’ attitudes, knowledge, and behavior from change that occurred solely as a result of prior survey participation which may undermine the results of their analyses. Therefore, a closer analysis of the existence and magnitude of PCE is crucial.

Methods and Data:
In the present research, we will investigate the existence and magnitude of PCE within the GESIS Panel - a probability-based mixed-mode access panel, administered bimonthly to a random sample of the German-speaking population aged 18+ years. To account for panel attrition, a refreshment sample was drawn in 2016. Due to the incorporation of the refreshment sample, it is possible to conduct between-subject comparisons for the different cohorts of the panel in order to identify PCE. We expect differences between the cohorts regarding response latencies, the extent of straightlining, the prevalence of don’t know options, and the extent of socially desirable responding. Specifically, we expect that more experienced respondents show shorter response latencies due to previous reflection and familiarity with the answering process. Secondly, experienced respondents are expected to show more satisfying straightlining [straightlining, speeding, prevalence of don’t know options]. Finally, becoming familiar with the survey process might decrease the likelihood of socially desirable responding of experienced respondents.

Results:
Since this research is work in progress and related to a DFG-funded project which just started in December last year, we do not have results yet, but will present first results at the GOR conference in March.

Added value:
PCE can negatively affect the validity of widely used longitudinal surveys and thus, undermine the results of a multitude of analyses that are based on the respective panel data. Therefore, our findings will make a further contribution to the investigation of PCE on data quality and may encourage similar analyses with similar data sets in other countries.
Effect of these interventions. Using the results from the experiments and a rich set of covariates from survey data and paradata, we predict the effectiveness of these interventions on reducing attrition for individual panel members [predictive analytics]. In the second phase of the project (to be conducted in 2020), we develop prescriptive models for actually targeting panel members during fieldwork to optimize costs and benefits.

Results:
Preliminary results suggest that the standardized interventions were only effective for sample members interviewed for the first time (postcard significantly reduced the attrition rate by 3%; incentive no effect), but not for those in subsequent waves.

Added Value:
This project provides novel evidence on the effectiveness of using predictive and prescriptive analytics to improve survey operations.

ARE YOU WILLING TO DONATE?
RELATIONSHIP BETWEEN PERCEIVED WEBSITE DESIGN AND WILLINGNESS TO DONATE

Authors: Küchler, Louisa; Hertel, Guide; Thielsch, Meinald
Organisation: Westfälische Wilhelms-Universität Münster, Germany

Relevance & Research Question:
Online fundraising is becoming increasingly important for non-profit organisations, but the factors that convince people to make a donation online have not yet been fully investigated.

Methods & Data:
In the present work, data of two studies (total N = 2525) was used to examine factors of online donation. Probands completed an online survey, where they rated the design of specific websites as well as gave a statement about a possible donation to this website.

An effect of website design (as content design, usability and aesthetics) on willingness to donate was postulated. Furthermore, research questions about demographic aspects such as age and gender as well as trust in the organization were posed. For statistical analysis, logistic regressions were performed.

Results:
The results showed different predictors of donation in different scenarios of donation.

For the donation of one’s own money, the perceived content (Odds Ratio = 1.99) and trust in the organization (OR = 1.95) showed the greatest correlations. The usability, on the other hand, showed a negative correlation to this, the effect strength was clearly smaller here (OR = 0.76). In this model, the perceived aesthetics of the website showed no significant correlation to the dependent variable.

When donating other people’s money, the aesthetics of the website was the most important factor for the willingness to donate (OR = 1.35). The logistic regression showed that the majority of predictors had no significant relationship to the dependent variable.

The demographic variables showed different correlations between the studies.

Added Value:
The relevance of the design of the website, but also of trust in the organization, was shown, from which the first implications for online fundraising can be derived. The effects seem to vary for different scenarios of online donation. The differences between the two scenarios can be explained by the increased relevance of the decision, which results from donating one’s own money. Therefore, more factors are included and reflected in such a decision. Regarding this, further research is necessary, examining influences of other variables and establishing implications for successful digital donation generation in the healthcare sector.

COGNITIVE LOAD IN MULTI DEVICE WEB SURVEYS – DISENTANGLING THE MOBILE DEVICE EFFECT

Authors: Laupper, Ellen; Balzer, Lars
Organisation: Swiss Federal Institute for Vocational Education and Training SFIVET, Switzerland

Relevance & Research Question:
Increased survey completion time for mobile respondents’ completing web surveys is one of the most persistent findings. Furthermore, it is often used as a direct measure of cognitive load. However, as the measurement and interpretation of completion time faces various challenges, in our study we examined which possible sources of device differences add to cognitive load, operationalized as completion time (objective indicator) as well as perceived cognitive load (subjective indicator). Furthermore, we wanted to examine whether cognitive load was functioning as a mediator between these sources and several data quality indices as proposed in the, “Model of the impact of the mode of data collection on the data collected” by Tourangeau and colleagues.

Methods & Data:
An extra questionnaire was added to our institutions mobile optimized, routinely used online course evaluation questionnaire. Key variables like distraction, multitasking, presence of others, attitude toward course evaluation in general as well as mobile device use were assessed. Additionally, paradata like device type and completion time were collected.

The sample consisted of participants of 107 mostly one-day continuing training courses for VET/PET professionals from the Italian-speaking part of Switzerland (N=1795).

Results:
Consistent with previous research we found for mobile device use a self-selection bias and more reported distractions in the mobile completion situation as well as longer completion times and a higher perceived cognitive load. Several data quality indices like breakoff rate and item nonresponse were higher too, whereas straightlining was less. In addition, we found that the key variables in our study predicted the objective and subjective indicator of cognitive load differently and to a varying degree.

Added Value:
The presented study suggests that cognitive load is a multifaceted construct. Its findings add to the existing limited knowledge on the question which survey factors are related to which aspect of cognitive load and how these in turn are related to different data quality indices.
EMBEDDING CITIZEN SURVEYS IN EFFECTIVE LOCAL PARTICIPATION STRATEGIES

Authors: Lauterbach, Fabian; Schaefer, Marc
Organisation: wer denkt was Gmbh, Germany

Relevance & Research Question: Citizen surveys as an initiating and innovative form of participation are becoming increasingly popular. They are advocated as a cost-effective and purposeful method of enhancing the public basis of the policy-making process, thus representing an appealing first step towards participation for local governments. With the rapid advance and increasing acceptance of the Internet it is now possible to reach a sufficiently large number of people from various population groups. However, in order to exploit these advantages to their full potential, it is important to gain insights into how to maximise the perceived impact and success for citizens. Ergo, how should local municipalities design and follow up on citizen surveys?

Methods & Data: We want to present key insights into citizen surveys as a participatory driving force based on more than twenty citizen surveys of various sizes and on various topics with over 12,000 participants in numerous municipalities (e.g. Alsfeld, Friedrichshafen, Konstanz, Marburg). More precisely, our main focus lies on the effective communication with the target population at the beginning of the process and the subsequent processing, visualisation and presentation of survey results.

Results: Citizen surveys can be used as an initiating process of enhancing political mobilisation and participation in the context of broader political processes, provided that rules and conditions are communicated early & clearly. Consulting citizens first but then deciding contrastingly is the worst imaginable approach, and yet this is still continuously occurring in practice. Key factors which contribute to the success of a survey include an objective evaluation, a thorough analysis and the usage of its results as future guidelines for policy-making.

Added Value: While citizen surveys are particularly well suited for initiating participation, it often remains unclear, how citizens perceive the impact their participation has and the overall success of the survey. Although there has been extensive research and debate about the specific design, the issues of preparing and following-up on citizens in order to promote responsiveness and efficiency, has – up until now – been widely. Accordingly, we seek to advance knowledge on these essential, yet scarcely studied, stages of implementation.

GUESS WHAT I AM DOING? IDENTIFYING PHYSICAL ACTIVITIES FROM ACCELEROMETER DATA BY MACHINE LEARNING AND DEEP LEARNING

Authors: Mulder, Joris; Kieruj, Natalia; Kumar, Pradeep; Hocuk, Sejig
Organisation: CenterData - Tilburg University, The Netherlands

Relevance & Research Question: Accelerometers or actigraphs have long been a costly investment for measuring physical activity, but nowadays they have become much more affordable. Currently, they are used in many research projects, providing highly detailed, objectively measured sensory data. Where self-report data might miss everyday life active behaviors (e.g., walking to the shop, climbing stairs) accelerometer data provides a more complete picture of physical activity. The main objective of this research is identifying specific activity patterns using machine learning techniques and the secondary objective is improving the accuracy of identifying the specific activity patterns by validating activities through time-use data and survey data.

Methods & Data: Activity data was collected through a large-scale accelerometer study in the probability-based Dutch LISS panel, consisting of 5,000 households. 1,200 respondents participated in the study and wore a GeneActiv device for 8 days and nights, measuring physical activity 24/7. In addition, a diverse group of 20 people labeled specific activity patterns by wearing the device and performing the activities. These labeled data were used to train supervised machine-learning models (i.e. support vector machine, random forest) detecting specific activity patterns. A deep learning model was trained to enhance the detection of the activities. Moreover, 450 respondents from the accelerometer study also participated in a time-use study in the LISS panel. Respondents recorded their daily activities for two days (weekday and weekend) on a smartphone, using a time-use app. The labeled activities were used to validate the predicted activities.

Results: Activity patterns of specific activities (i.e. sleeping, sitting, walking, cycling, jogging, tooth brushing) were successfully identified using machine learning. The deep learning model increased predictive power to better distinguish between specific activities. The time-use data proved to be useful to further validate certain hard to identify activities (i.e. cycling).

Added Value: We show how machine learning and deep learning can identify specific activity types from an accelerometer signal and how to validate activities by time-use data. Gaining insight in physical activity behavior can, for instance, be useful for health and activity research.

DATA QUALITY IN AMBULATORY ASSESSMENT STUDIES: INVESTIGATING THE ROLE OF PARTICIPANT BURDEN AND PRESENTATION FORM

Author: Ottenstein, Charlotte
Organisation: University of Koblenz-Landau, Germany

Relevance & Research Question: Parallel to the technical development of mobile devices and smartphones, the interest in conducting ambulatory assessment studies has rapidly grown during the last decades. Participants of those studies are usually asked to repeatedly fill out short questionnaires. Besides numerous advantages, such as a reduced recall bias and a high ecological validity, the participant burden is higher than in cross-sectional studies or classical longitudinal studies. In our study, we experimentally manipulated participant burden (questionnaire length low vs. high) to investigate whether higher participant burden leads to lower data quality (e.g., as indicated by the compliance rate and careless responding indices). Moreover, we aimed to analyze effects of participant burden on the association between state extra- and careless responding indices. We provided the questionnaires on two different platforms (questionnaire app vs. online questionnaire with link via e-mail) to investigate differences in the usability of those two presentation forms.

Methods & Data: Data were collected via online questionnaires and a smartphone application. After an initial online questionnaire (socio-demographic measures), participants were randomly assigned to one of four experimental groups (short vs. long questionnaires x app vs. online questionnaire). The ambulatory assessment phase lasted three weeks (one prompt per day in the evening). Participants rated the extent of situational characteristics, momentary mood, state personality, daily life
Results:
Data collection is still running. The results of the preregistered hypotheses will be presented at the conference.

Added Value:
This study can add insights into the effects of participant burden on data quality in ambulatory assessment studies. The results might serve as a basis for recommendations about the design of those studies. It would be desirable to conduct future ambulatory assessment studies in a way that participants are not overly stressed by their study participation.

GENDER DIFFERENCES REGARDING THE PERCEPTION OF ARTIFICIAL INTELLIGENCE

Authors: Franken, Swetlana; Wattenberg, Malte; Prädikow, Lotte
Organisation: Bielefeld University of Applied Sciences, Germany

Relevance & Research Question:
Technical progress through digitalisation is constantly increasing. Currently, the most relevant and technically sophisticated technology is artificial intelligence (AI). Women are less frequently involved in research and development on AI, clearly in the minority in STEM-professions and study programmes, and less frequently in management positions. Previous AI applications have often been based on data that under-represents women and thus map our society with existing disadvantages and injustices.

So do men and women have different ideas about the role and significance of AI in the future? Do women have different requirements or wishes for AI?

Methods & Data:
Following the previously conducted in-depth literature research, a combination of qualitative interview study [n=6] and quantitative online survey [n=200] is planned. The target group will consist of company representatives and students whereby the evaluation of differences and correlations will be based in particular on gender.

Results:
A literature review of existing studies reveals that while more people are in favour of AI development than against it, it is mainly men with a high level of education and income. According to their self-awareness, women have a lower understanding of AI than men. Moreover, AI research and development is predominantly in the hands of men. Just under 25% of those employed in the AI sector are women, in Germany even only 16%. Old stereotypes are thus not only the basis for decisions regarding the development of AI but also incorporated into the data basis for AI. Voice and speech recognition systems are less reliable for female voices, as is face recognition for female faces. Search engines more often present male-connoted image and text results for gender-neutral search terms. The expected results of the questionnaire will be gender-relevant aspects in the perception, evaluation, development and use of AI.

Added Value:
The identification of gender-relevant differences in the perception and attitude towards AI will enable developers and researchers to be sensitised to the possible risks of AI applications in terms of prejudice and discrimination. In addition, opportunities for using AI to strengthen gender equality will be recognized.

CHANGING POLITICAL ACTIVITY, PARTY PREFERENCE AND CYBERHATE VICTIMIZATION

Authors: Koivula, Aki; Räsänen, Pekka
Organisation: University of Turku, Finland

Relevance & Research Question:
Social media affords a favourable platform for ideological categorizations and political conflicts due to its effectiveness in bringing together like-minded users, allowing for wide-scale dissemination of ideas and also providing easy access to representatives of antagonistic points of view. In this study, we examine how online political activity and political preferences associate with cyberhate victimization in Finland. We also examine whether temporal changes in respondents’ political activity or political preference reflect an cyberhate victimization. We use measures on three forms of cyberhate victimization to hate speech, victimization to false accusation, and victimization to sexual harassment.

Methods & Data:
In this study, we used two large-scale population samples. First, we utilized a nationally representative survey [N=3,724] collected among 18–74-year-old Finns in late 2017. The second sample [N=1,141] consisted of participants in the original survey, who volunteered for a repeated survey in early 2019. This additional sample provided us with a unique panel data design. Our analytic strategy was based on logistic regression analysis with mediation analysis and multilevel mixed-effect models. By using the total sample, we first assessed the direct effect of political activity on the three forms of victimization. After that, we estimated if the association was indirect through political party preference. Finally, we analyzed the effects of changes in respondents’ political party preference and online political activity using the panel data sample.

Results:
We found that online political activity predicts cyberhate victimization and that extreme right or left party preference contribute significantly to this effect. In addition, we found that the probability of victimization tends to change if political activity increases or decreases over time.

Added Value:
The linkages between political ideology and online hate victimizations represent a research gap, which this study aims to fill using a nationally representative data, panel design, and solid findings relevant to broadening the scope of social science theory and research.

CHEATERS’ DETECTOR

Author: Ravagnan, Manuela
Organisation: Demetra opinioni.net S.r.l., Italy

Relevance & Research Question:
In order to forecast a cheater rather than identify them after, we try to use a cheaters’ detector that is a short set of questions consisting of anti-cheater controls placed before the actual questionnaire with the aim of predicting the behavior of respondents. We want a tool that identifies the cheaters before they fill in the questionnaire, so that they can be excluded in advance.

Methods & Data:
We used data from 2 web surveys conducted in Italy on members of our own panel. The 2 surveys had a sample size of 500 and sample members were sorted by geographic area, gender and age in order to be representative of the Italian population.

Before filling in the actual questionnaire, the respondents of both studies answered the questions of the cheaters’ detector comprising: a consistency check, a box to verify straight lining, an open question, an instruction to be performed and a fake item not to select.
Additional checks similar to those already mentioned were placed within the questionnaires to check for a correlation between the answers failed in the cheaters’ detector and those failed in the questionnaire. Finally, we estimated a logistic regression model that allows us to estimate the probability of being a cheater given the wrong answers in the cheaters’ detector.

Results:
Preliminary findings show that as the number of failed checks in the cheaters’ detector increases, the errors made in the questionnaire also increase, however this correlation is moderate. The most incisive controls in increasing the probability of being a cheater are the fake item check and the open question. 65% of respondents with an estimated probability greater than 50% of being a cheater are correctly classified. The expansion of the training set with further case studies can lead to an improvement in the sensitivity of the instrument.

Added Value:
The cheaters’ detector is a highly customizable tool both in terms of checks and in terms of type of model to be used for estimation. Optimizing these factors can lead to an improvement in data quality and a reduction in cleaning operations.

ASSOCIATIONS IN PROBABILITY-BASED AND NON-PROBABILITY ONLINE PANELS: EVIDENCE ON BIVARIATE AND MULTIVARIATE ANALYSES

Authors: Cornesse, Carina; Rettig, Tobias; Blom, Annelies

Organisation: University of Mannheim, Germany

Relevance & Research Question:
A number of studies have shown that probability-based surveys lead to more accurate univariate estimates than nonprobability surveys. However, some researchers claim that, while they do not produce accurate univariate estimates, nonprobability surveys are “fit for purpose” regarding bivariate and multivariate analyses. In this study, we therefore assess to what extent bivariate and multivariate survey estimates from probability-based and nonprobability online panels lead to accurate conclusions.

Methods & Data:
We answer our research question using data from a large-scale comparison study in which three waves of data collection were commissioned in parallel to two academic probability-based online panels and eight commercial nonprobability online panels in Germany. For each of the online panels, we calculate bivariate associations and multivariate models and compare the results to gold-standard benchmarks, examining whether the strength, direction, and statistical significance of the coefficients accurately reflects the expected outcomes.

Results:
Regarding key substantive political scientific variables (voter turnout and voting for the main German conservative party [CDU]), we find that the probability-based online panels in our study generally lead to more accurate associations than the nonprobability online panels. Unlike the probability-based online panels, the nonprobability online panels produce a number of significant associations that are contrary to expected outcomes (e.g., that older people are significantly less likely to vote for the main conservative party). Furthermore, while the two probability-based online panels in our study produce similar findings, there is a lot of variability in the results from the nonprobability online panels and none of them consistently outperform the others.

Added Value:
While a number of studies have assessed the accuracy of univariate estimates in probability-based and nonprobability online panels, our study is one of the few that examine bivariate associations and multivariate models. Our preliminary results do not support the claim that nonprobability surveys are fit for the purpose of bivariate and multivariate analyses.

USING NONPROBABILITY WEB SURVEYS AS INFORMATIVE PRIORS IN BAYESIAN INFERENCE

Author: Sakshaug, Joseph

Organisation: Institute for Employment Research, Germany; Ludwig Maximilian University of Munich, Germany; University of Mannheim, Germany

Relevance & Research Question:
Survey data collection costs have risen to a point where many survey researchers and polling companies are abandoning large, expensive probability-based samples in favour of less expensive nonprobability samples. The empirical literature suggests this strategy may be suboptimal for multiple reasons, amongst them probability samples tend to outperform nonprobability samples on accuracy when assessed against population benchmarks. However, nonprobability samples are often preferred due to convenience and cost effectiveness.

Methods & Data:
Instead of forgoing probability sampling entirely, we propose a method of combining both probability and nonprobability samples in a way that exploits their strengths to overcome their weaknesses within a Bayesian inferential framework. By using simulated data, we evaluate supplementing inferences based on small probability samples with prior distributions derived from nonprobability data. The method is also illustrated with actual probability and nonprobability survey data.

Results:
We demonstrate that informative priors based on nonprobability data can lead to reductions in variances and mean-squared errors for linear model coefficients.

Added Value:
A summary of these findings, their implications for survey practice, and possible research extensions will be provided in conclusion.

SEMI AUTOMATIC DICTIONARY-BASED CLASSIFICATION OF ENVIRONMENT TWEETS BY TOPIC

Authors: Cameletti, Michela (2); Schlosser, Stephan (1); Toninelli, Daniele (2); Fabris, Silvia (2)

Organisation: 1: University of Göttingen, Germany 2: University of Bergamo, Italy

Relevance & Research Question:
In the era of social media, the huge availability of digital data allows to develop several types of research in a wide range of fields. Such data is characterized by several advantages: reduced collection costs, short retrieval times and production of almost real-time outputs. At the same time, this data is unstructured and unclassified in terms of content. This study aims to develop an efficient way to filter and analyze tweets by means of sentiment related to a specific topic.
Methods & Data: We developed a semiautomatic unsupervised dictionary-based method to filter tweets related to a specific topic [environment, in our study]. Starting from the tweets sent by a selection of Official Social Accounts linked with this topic, a list of keywords, bigrams and tri-grams is identified in order to set up a topic-oriented dictionary. We test the performance of our method by applying the dictionary to more than 54 million tweets posted in Great Britain between January and May 2019. Since the analyzed tweets are geolocalized due to the method of data collection, we also analyze the spatial variability of the sentiment for this topic across the country sub-areas.

Results: All the performance indexes considered denote that our semiauto-
matic dictionary-based approach is able to filter tweets linked to the

topic of interest. Despite the short time window considered, we high-
light a growing inclination to environment in any area of Great Britain.

Nevertheless, the spatial analysis found a lack of spatial correlation

[probably because environment is a broad argument, but also strongly

affected by local factors].

Added Value:

Our method is able to build [and to periodically update] a dictionary

useful to select tweets about a specific topic. Starting from this, we

classify selected tweets and we apply a spatial sentiment analysis.

Focusing on environment, our method of setting up a dictionary and of

selecting tweets by topic leaded to interesting results. Thus, it could be

reused in the future as a starting point for a wide variety of analysis,

also on other topics and for other social phenomena.

WHAT IS THE MEASUREMENT QUALITY OF QUESTIONS ON ENVIRONMENTAL ATTITUDES AND SUPERNATURAL BELIEFS IN THE GESIS PANEL?

Authors: Schwarz, Hannah; Weber, Webke

Organisation: Pompeu Fabra University (UFP), Spain

Relevance & Research Question: The measurement quality of survey questions, defined as the product of validity and reliability, indicates how well a latent concept is measured by a question. Measurement quality also needs to be estimated in order to correct for measurement error. Multitrait-Multimethod (MTMM) experiments allow us to do this. Our research aims to determine the measurement quality resulting from variations in formal characteristics such as number of scale points and partial versus full labelling of scale points, for the given questions in web mode.

Methods & Data: We conducted two MTMM experiments on the mixed-mode [majority web] GESIS panel, one dealing with environmental attitudes and the other with supernatural beliefs. We estimate the quality of three different response scales for each of the experiments by means of structural equation modelling.

Results: We do not have results yet. Based on evidence from face-to-face surveys, we would expect that, in both cases, a continuous scale with fixed reference points will lead to the highest measurement quality among the three, that a partially labelled 11-point scale will result in the second highest measurement quality and that a fully labelled 7-point scale will yield the lowest measurement quality.

Added Value: Quite some research exists on MTMM experiments in more traditional modes, especially face-to-face. However, only few MTMM experiments in web mode have been conducted and analyzed so far.

OPEN LAB: A WEB APPLICATION FOR CONDUCTING AND SHARING ONLINE-EXPERIMENTS

Authors: Shevchenko, Yury [1]; Henninger, Felix [2]

Organisation: 1: University of Konstanz, Germany; 2: University of Koblenz-Landau, Germany

Relevance & Research Question: Online experiments have become a popular way of collection data in social sciences. However, high technical hurdles in setting up a server prevent a researcher from starting an online study. On the other hand, proprietary software restricts the researcher’s freedom to customize or share the code. We present Open Lab — the server-side application that makes online data collection simple and flexible. Open Lab is not dedicated to one particular study, but is a hub where online studies can be easily carried out.

Methods & Data: Available online at https://open-lab.online, the application offers a fast, secure and transparent way to deploy a study. It takes care of uploading experiment scripts, changing test parameters, managing the participants’ database and aggregating the study results. Open Lab is integrated with the lab.js experiment builder [https://lab.js.org/], which enables the creation of new studies from scratch or the use of templates. The lab.js study can be directly uploaded to Open Lab and is ready to run. Integration with the Open Science Framework allows researchers to automatically store the collected data in an OSF project.

Results: At the conference, we will present the main features of the web application together with results of empirical studies conducted with Open Lab.

Added Value: Open Lab enables interdisciplinary projects where behavioral scientists work together, and participants not only play a role of passive subjects, but also learn about the science, talk to a researcher or even propose and implement new versions of the task.

MORE CLINICAL INSIGHTS INTO ONLINE GAMING: ATTACHMENT STYLE AND MOTIVATIONAL FACTORS IN RECREATIONAL GAMING AND INTERNET GAMING DISORDER (IGD)

Authors: Streitina, Birgit Ursula; Klaps, Armin; Krouzecky, Christine; Resch, Christina; Bunina, Anastasiya; Aden, Jan

Organisation: Sigmund Freud University, Austria

Relevance & Research Question: Online gaming is still a hot topic and misperceptions about the “dangers of gaming” are part of the discussion. However, several studies have shown that only a small part of gamers experience mental health problems or Internet Gaming Disorder (IGD). Nevertheless, this small group needs focus to help develop the rudimentary etiological models. Recently attachment style has been found related to IGD [Greschner et al., 2017; Jia & Jia, 2016]. Therefore the goal of our study was to evaluate attachment style and aspects of IGD in a sample of online gamers and add the relevant aspect of motivations to play [Yee, 2006] based on our earlier results to the equation to gain additional insights in development and maintaining factors of IGD.

Methods & Data: Using a web-based questionnaire 311 gamers were surveyed using the Revised Adult Attachment Scale (AAS-R) [Schmidt, Muehlan & Braehler, 2016] to assess subjective approaches according to attachment experiences, as
and following trust experience of users. Evidence from two experi-
mental approaches suggests that trust in IS is not only essential for acceptance but also for a continued adoption. As a first step of a systematic approach to design trusted information systems and enable trustful interaction between users and information systems, we deve-
lop a new comprehensive model of trust in information systems based on existing literature. This model includes both precursors (e.g., perceived trustworthiness) and consequences of trust in IS (e.g., actual use, forgetting of information stored in the IS for cognitive relief).

Results: Participants were grouped into groups according to their attachment style (secure, ambivalent, insecure-avoidant) and significant differ-
ences were found in motivational aspects as well as gaming pattern (IGD). Ambivalent gamers show significantly higher values in the moti-

vational higher-level-factor "Social" [F(2, 246) = 3.354, p = 0.037, η² = 0.03], in the motivational subscale "Escapism" [F(2, 246) = 7.819, p = 0.001, η² = 0.08] and in IGD-20 [F(2, 246) = 9.144, p < 0.001, η² = 0.07].

Added value: The presented results show the relevance of attachment style as a risk factor for potentially problematic gaming behaviors. And again, Yee's motivational factors play a crucial role as a relevant difference between attachment styles has been found in the factor "Escapism" which has itself a unique connection to IGD. This insight gives the ne-
eded input for future prevention measures that are tailored to develop-
mentally relevant needs of gamers.

A THEORETICAL MODEL FOR TRUST IN DIGITAL INFORMATION SYSTEMS

Authors: Thielisch, Meinald T.; Meeßen, Sarah M.; Hertel, Guido
Organisation: University of Münster, Germany

Relevance & Research Question: Trust has been an important topic in technology research and adoption of web-based services. Users’ trust is not only essential for acceptance of new systems but also for a continued adoption. As a first step of a systematic approach to design trusted information systems and enable trustful interaction between users and information systems, we deve-
lop a new comprehensive model of trust in information systems based on existing literature. This model includes both precursors (e.g., perceived trustworthiness) and consequences of trust in IS (e.g., actual use, forgetting of information stored in the IS for cognitive relief).

Methods & Data: Based on extant literature, we differentiate experienced trust in IS from perceived trustworthiness of an IS, intentions to use an IS, and actual usage of an IS. Moreover, exiting experiences with an IS as well as perceived risk and more general contextual factors are considered as modera-
ting factors. Finally, the resulting model is reflected and refined in light of empirical findings on precursors and outcomes of trust in IS.

Results: Participants were grouped into groups according to their attachment style (secure, ambivalent, insecure-avoidant) and significant differ-
ences were found in motivational aspects as well as gaming pattern (IGD). Ambivalent gamers show significantly higher values in the moti-

vational higher-level-factor "Social" [F(2, 246) = 3.354, p = 0.037, η² = 0.03], in the motivational subscale "Escapism" [F(2, 246) = 7.819, p = 0.001, η² = 0.08] and in IGD-20 [F(2, 246) = 9.144, p < 0.001, η² = 0.07].

Added value: The presented results show the relevance of attachment style as a risk factor for potentially problematic gaming behaviors. And again, Yee’s motivational factors play a crucial role as a relevant difference between attachment styles has been found in the factor "Escapism" which has itself a unique connection to IGD. This insight gives the ne-
eded input for future prevention measures that are tailored to develop-
mentally relevant needs of gamers.

THE EFFECT OF RESPONSE SCALE LENGTH AND NUMERACY ON ACQUIESCENCE IN ONLINE SURVEYS

Authors: Thorsdottir, Fanney [1, 2]; Höhner, Laura [3]; Asgeirsdottir, Ragnhildur Lilja [1, 2]; Gylfason, Haukur Freyr [4]; Gaissmaier, Wolfgang [3]; Westeindottir, Vaka [1, 2]
Organisation: 1: University of Iceland, Iceland
2: RAHI / Methodology Research Center at the University of Iceland, Iceland
3: University of Konstanz, Germany
4: Reykjavik University, Iceland

Relevance & Research Question: It is difficult to determine the optimal response scale length for any given topic of interest. With regard to personality questionnaires this task is not limited by knowledge of the topic (as can be the case in attitudinal questionnaires) as each person can be expected to hold all the information needed to answer each question. Therefore, it is worth testing if the response scale can be lengthened to obtain more fine-grained responses and thus more information. It is, however, possible that longer scales may introduce error because of increased response burden of working with more options simultaneously. The ability required to do this successfully can be expected to rely, at least, in part on the respondents’ numerical ability, i.e., numeracy. The purpose of this study is therefore a) to test whether and to what extent the response scale of the BFI personality test in internet format can be lengthened while avoiding added response error due to acquiescence responding and b) whether this is dependent on respondents’ numeracy.

Methods & Data: The BFI personality questionnaire was administered online via MTurk to 800 participants, randomly assigned to one of four groups. The length of the response scale differed between these groups, forming four versions of the response scale format: a 5 point, a 7 point, a 9 point and 11 point response scale. Acquiescence responding was measured with incompatible item-pairs specifically created for the present study. Numeracy was measured with three questions previously used for measuring numeracy in relation to self-reported behavior.

Results: Preliminary results suggest that acquiescence responding depends on the length of the response scale and numeracy. They also suggest that the effects of the response scale depends on numeracy.

Added Value: We provide a new theoretical model that outlines a structured process chain of trust in IS. In addition to the theoretical contribution, this sys-
tematic approach provides various practical implications for the de-
sign of IS as well as for the implementation and maintenance process.
FACTORS INFLUENCING THE PERCEPTION OF RELEVANT COMPETENCIES IN THE DIGITALIZED WORKING WORLD

Authors: Franken, Swetlana; Wattenberg, Malte
Organisation: Bielefeld University of Applied Sciences, Germany

Relevance & Research Question:
Many companies see the lack of skilled workers as a central obstacle to the digital transformation. It is well-known that diverse workforces lead to more balanced decisions and more innovation. Nevertheless, women, for example, are still underrepresented in STEM-professions. The following research question arises: Are there any differences in the perception of relevant competencies for the digitalized working world according to gender, age, employment status and migration background?

Methods & Data:
Following preliminary literature research and qualitative expert interviews [n=6], a quantitative study was conducted from Nov. – Dec. 2018. Participants [n=515] were recruited among students and companies using faculty email lists, paper form and social media. Participants were asked to assess a total of 14 competencies, knowledge resources and behaviours in their relevance for the digitalized working world on a 5-tier scale. Correlations were determined by calculating Chi-square according to Person and Cramer’s V. Means were compared using T-Test and Levene.

Results:
Respondents consider openness to change [5.50], IT and media skills [5.40] and learning ability [5.36] to be the most relevant. Analytical skills [4.79] and empirical knowledge [4.56] are less in demand.

Men rate innovation competence ($\chi^2=10.895$, p=.028, V=0.146), decision-making ability ($\chi^2=13.801$, p=.017, V=0.164) and ability to think in context ($\chi^2=14.228$, p=.014, V=0.167) slightly higher than women. No correlation can be found regarding respondents’ migration background. Among company representatives, eight competencies are rated significantly higher than by students, especially communicative competence (+0.91) and interdisciplinary thinking and acting (+0.74). Moreover, it is noticeable that older participants (generation X, born 1964-1979) consider all competencies to be more important than younger ones (generation Z, 1996-2009), apart from IT and media competence. The items openeness to change [T-Test p=.004, Levene p=.004], self-organisation [T-Test p<.001, Levene p=.020] and problem-solving competence [T-Test p=.011, Levene p=.019] show significant correlation between age and assessment.

Added Value:
First, results reveal a ranking of needed competencies for the digital transition, which companies and educational institutions should address. Second, differences between the employee groups could be discovered which have to be considered in the further approach, be it education or research.
prominence of issues on the agenda differed significantly between those who reported that they followed candidates to those who did not follow them. Among the voters of the ruling party, 80% followed the party candidate exclusively, and 18% followed the party candidate in addition to the candidate of the leading opposition party. Among leading opposition party’s voters, 48% follow the opposition candidate exclusively, and 47% also followed the ruling party candidate. The prominence of the issues on the agenda differed significantly between the exclusive followers of each of the two candidates.

Added Value:
The present study indicates that social networking sites have a substantial impact on followers’ perceived agenda during election campaigns. As social networks turn prominent than ever, it has become highly essential to deepen our understanding of their unique role in the political arena.

SOCIAL-MEDIA BASED RESEARCH: THE INFLUENCE OF MOTIVATION AND SATISFICING ON EMPIRICAL RESULTS

Authors: Wetzelhoetter, Daniela (1); Prandner, Dimitri (2); Martin, Sebastian (1)
Organisation: 1: University of Applied Sciences Upper Austria, Austria
2: Johannes Kepler University Linz, Austria

Relevance & Research Question:
Frequently business decisions are relying on data collected through self-administered web surveys. The arguments derived from such datasets are based on non-probability convenience samples, provided by a self-selection of social media users completing online questionnaires. This kind of research is focusing on informative samples. Troubles caused by a lack of possibilities to test the representability are pushed into the background. However, projects rooted in such approaches have the potential to further increase undesirable respondent behaviors that include but may not be limited to speeding or straight lining. Not least because social media usage is connected to the users motivation, as it applies for survey participants. Based on this the present paper addresses two research questions: i) whether and to what extent does motivation [in connection with satisficing] influence the results of social-media surveys? ii) Are different effect detectable, caused by different accesses to the field?

Methods & Data:
Analyses are based on three different data sets of social-media surveys. The first consists of 104 users of online forums for “gamers”, the second of 234 Facebook-users, which followed an invitation to evaluate the Facebook dialog with public utility companies and the third dealt with politics and was composed from a quota sample based on the Facebook network of students. In order to measure motivation and satisficing, individual indicators of motivation were included in the questionnaire, while satisficing strategies were measured by paradata [e.g. item-nonresponse, speeding]. Correlation analyses and linear regressions were conducted.

Results:
Indicators of motivation and of satisficing are just partly correlated. Unmotivated gamers are rather clicking though the survey [speeding], while on energy or politics interested, but unmotivated, Facebook-user, are rather causing item-nonresponses. The effect of motivation and satisficing on substantial results differs as well. Non-differentiation is of more importance following the results of gamers, while indicators of motivation has to be considered when the results of “unmotivated” Facebook-user are interpreted.

Added Value:
The presentation raises awareness for the relevance of motivation and subsequently satisficing of social-media survey participants. Conducting such information is important in order to interpret the results of such informative samples appropriately.

WEATHER AND TIMING IS TO BLAME: ADDITIONAL INFLUENCES TOWARDS DATA QUALITY IN SOCIAL MEDIA RESEARCH

Authors: Wetzelhoetter, Daniela (1); Martin, Sebastian (1); Grüb, Birgit (2)
Organisation: 1: University of Applied Sciences Upper Austria, Austria
2: Johannes Kepler University Linz, Austria

Relevance & Research Question:
Weather is one unescapable environmental factor in human live. It significantly affects human behavior [e.g. daily activities], mood [e.g. helpfulness], well-being [ability to perform cognitive tasks] and communication [e.g. happiness of tweets]. Human behavior, including communication, is also related to timing as another influencing factor, since days are determined by work-life routines [spending time at work], day-of-the-week [weekday vs. weekend] and holidays. The emotional status and mood is affected by the time-of-the-day and day-of-the-week [e.g. blue Monday], too. In further consequence, it cannot be excluded that weather and timing influences online communication. Therefore, this research aims to show the differences in the nature of data of social media communication due to the time of data collection - in connection with the then prevailing weather conditions.

Methods & Data:
321 postings, published at a public utilities official Facebook-account in the time-frame between August 2016 and February 2018 are taken into account. The influence of weather and timing on the posting content [company-relation], the posting visualization, the posting length and subsequently on the stakeholders’ reactions [number], comments [yes/no] and shares [yes/no] are examined by means of multivariate analyses.

Results:
Temperature and barometric pressure are influencing – quite consistent – the company’s released postings, while precipitation and humidity is more decisive for the users reply to a post. The timing, on the other hand, shows rather unstable influences. Nevertheless, both factors influence the virtual communication and the data quality in social media research.

Added Value:
The presentation raises awareness for the relevance of weather and timing - when investigating the behavior in social media, researchers need to be aware of the effect of both.
Relevance & Research Question:
There is an ongoing debate in the survey research literature about whether and when probability and nonprobability sample surveys produce accurate estimates of a larger population. Statistical theory provides a justification for confidence in probability sampling, whereas inferences based on nonprobability sampling are entirely dependent on models for validity. This presentation systematically reviews the current debate and answers the following research question: Are probability sample surveys really (still) more accurate than nonprobability sample surveys?

Methods & Data:
To examine the current empirical evidence on the accuracy of probability and nonprobability sample surveys, we collected results from more than 30 published primary research studies that compared around 100 probability and nonprobability sample surveys to external benchmarks. These studies cover results from more than ten years of research into the accuracy of probability and nonprobability sample surveys from across the world. We synthesize the results from these studies, taking into account potential moderator variables.

Results:
Overall, the majority of the studies in our research overview found that probability sample surveys were more accurate than nonprobability sample surveys. None of the studies found the opposite. The remaining studies led to mixed results: for example, probability sample surveys were more accurate than some but not all examined nonprobability sample surveys. In addition, the majority of the studies found that weighting did not sufficiently reduce the bias in nonprobability sample surveys. Furthermore, neither the survey mode nor the participation propensity seems to moderate the difference in accuracy between probability and nonprobability sample surveys.

Added Value:
Our research overview contributes to the ongoing discussion on probability and nonprobability sample surveys by synthesizing the existing published empirical evidence on this topic. We show that common claims about the rising quality of nonprobability sample surveys for drawing inferences to the general population have little foundation in empirical evidence. Instead, we show that it is still advisable to rely on probability sample surveys when aiming for accurate results.
THE VALIDATION OF A WEB-BASED JOB VACANCY SURVEY USING REGISTRY AND MODEL BASED DATA

Authors: Vilhjalmsson, Arndis; Sigurdsson, Eyjolfur; Karlsson, Anton Drn
Organisation: Statistics Iceland, Iceland

Relevance & Research Question: The Icelandic Job Vacancy Survey is a newly launched web based survey which provides information on key economic indicators. The yearly sample size for the job vacancy survey in 2019 was 608 legal entities randomly selected from the population of all legal entities in the Icelandic labor market that employ at least one individual. Although the survey has had response rates above 90% in the first three quarters of 2019, it remains unclear how well it predicts the number of new jobs and current positions on the labor market.

Methods & Data: In order to validate the data from the survey, we used independent data sources to estimate the validity of the Job Vacancy Survey. Using integrated data from the Icelandic Labor Force Survey, the Icelandic Survey on Wages, along with register data from tax returns we plan to validate the number of jobs and newly created job vacancies for all four quarters 2019 of the Job Vacancy Survey, using Bayesian hierarchical time-lag models.

Results: While waiting for the data for the fourth quarter of 2019, we conducted a preliminary analysis of the integrated data. First results show that prediction based on the Job Vacancy Survey data is largely consistent with figures from the other data sources showing number of jobs and job growth. But, there are also considerable discrepancies which may partly be explained by differences in data population.

Added Value: The results indicate how the Job Vacancy Survey may be validated using independent data from other labor market data sources. However, they also highlight the importance of metadata documentation in official statistics and the limited these data sources may be regarded as complimentary.

MISSING DATA IN A LONG SURVEY OF SCHOOL-AGED CHILDREN

Authors: Haraldsson, Hans; Kristófersdóttir, Kristín Hulda; Arnarson, Ársæll Már; Vésteinsdóttir, Vaka; Ásgeirsdóttir, Ragnhildur Lilja; Thorsdóttir, Fanney
Organisation: University of Iceland, Iceland

Relevance & Research Question: In many countries information on the behavior and well-being of school aged children is collected through multinational comparative surveys. These surveys are increasingly conducted online. For various reasons such surveys tend to be very long and have substantial item nonresponse rates. Exploring the predictors and mechanisms of item nonresponse is necessary for understanding the biasing effect item nonresponse rates can have on conclusions drawn from the results and the feasibility of imputation.

Methods & Data: Data from Icelandic respondents in the 2018 round of the quadrennial European School Survey Project on Alcohol and other Drugs (ESPAD) was examined (n=2745). Respondents were students aged 15 and 16 and the survey was conducted online. A student answering every question in the questionnaire would give 201 responses within a limited period of time, usually 40 minutes. Exploratory visual analysis of item nonresponse rates was conducted.

Results: The findings suggest that the missing mechanisms involved need to be conceptualized as at least two separate processes. One being the break-off rate which is likely to be strongly affected by literacy. The other being the item-specific nonresponse rate which is the nonresponse rate among respondents who have not broken off. Towards the end of the survey the break-off increases rapidly. The item-specific nonresponse rate is highly variable and likely largely determined by the specific characteristics of items but also associated with item position. Both break off and item-specific nonresponse rates differ substantially by gender.

Added Value: A large portion of missing responses are likely to be missing as a result of the break-off rate and position effect. The feasibility of imputing these data is questionable. The results suggest that simply randomizing the order of question blocks could improve imputation. This would also allow for more detailed formal analysis of non-response rates as the effects of item characteristics and item position could be more easily separated. Randomization of question block order can be implemented with minimal effort where the ESPAD is administered online. The findings are likely to generalize to other long surveys of school-aged children.

EXPERIMENTS IN IMPROVING RESPONSE RATES IN ADDRESS BASED ONLINE SAMPLING STUDIES

Author: Crawshaw, Richard
Organisation: Kantar, United Kingdom

Relevance & Research Question: Address Based Online Sampling (ABOS) is an increasingly popular alternative to face to face (FtF) random probability studies. ABOS designs draw a stratified random sample of addresses from an address-based sample source. Invitation letters containing login, password and link to complete an online survey are sent to each address. Additional reminders and paper questionnaires are used to further encourage response.

In the absence of interviewers, survey materials have a greater importance in converting sampled addresses into online complete. Due to lower response rates, ABOS studies require larger samples than FtF approaches and small increases in response rates can lead to significant efficiencies. This study examined the following questions:

- Can response rates be increased by incorporating behavioural drivers into survey materials?
- Can response rates be increased using alternative addressers?

Methods & Data: The experiments were carried out in 2018 and 2019 on the Community Life Survey, an ABOS survey conducted by Kantar on behalf of the Department for Digital, Culture, Media and Sport. We conducted two experiments testing alternative designs of survey materials. The first
experiment conducted in 2018 used letters incorporating behavioural drivers such as societal value, person value and ease of participation. The second experiment conducted in 2019 used alternative addresses to test whether respondents were more likely to respond to survey materials without an addressee or one addressed to residents of the local area. Three designs were tested:

1. Control Group: ‘The Resident’s’
2. Experiment Group 1: Blank
3. Experiment Group 2: Resident of ‘LOCALITY’

Results:
In the 2018 experiment, initial results showed a non-significant increase in overall response rates. Further analysis is being conducted examining the performance in each fieldwork phase. Fieldwork is divided into three phases: invitation, first reminder, and second reminder.

The 2019 experiment is still under way. Initial analysis shows mixed results. Further analysis is being conducted on performance by fieldwork phase and design group.

Added Value:
This study aims to identify best practice in designing materials for ABS surveys. By testing alternative designs to find the most effective materials, it may be possible to improve response rates while finding efficiencies in running these surveys.

Comparing the Participation of Millennials and Older Age Cohorts in the Cross-National Online Survey Panel and the German Internet Panel

Relevance & Research Question: Millennials (born between 1982 and 2003) witnessed events during their lives that differentiate them from older age cohorts (Generation X, Boomers, and Silents). Thus, one can also expect that Millennials’ web survey participation differs from that of older cohorts. The goal of this study is to compare Millennials to older cohorts on different aspects that are related to web survey participation: participation rates, break-off rates, smartphone participation rate, survey evaluation, and data quality.

Methods & Data:
We use data from two probability-based online panels covering four countries: 1) the CROss-National Online Survey [CRONOS] panel in Estonia, Slovenia, and the UK and 2) the German Internet Panel [GIP]. We use descriptive and regression analyses to compare Millennials and older age cohorts regarding participation rates, break-off rates, rates of surveys completed with a smartphone, survey evaluation (using two indicators: rate of difficult surveys and rate of enjoyed/liked surveys) and data quality (using two indicators: rate of non-substantive responses and rate of selecting the first answer category).

Results:
We find a significantly lower participation rate for Millennials than for older cohorts and a higher break-off rate for Millennials than for older cohorts in two countries. Smartphone participation is significantly higher for Millennials than for Generation X and Boomers in three countries. Comparing Millennials and Silents, we find that Millennials’ smartphone participation is significantly higher in two countries. The results are almost no differences regarding survey evaluation and data quality across age cohorts in the descriptive analyses. However, we find some age cohort effects in the regression analyses. These results suggest that it is important to develop tailored strategies to encourage Millennials’ participation in online panels.

Added Value:
While ample research exists that posits age as a potential explanatory variable for survey participation and break-off, only a small portion of this research focuses on online panels and even less consider age cohorts. This study builds on Bosch et al. (2018), testing some of their hypotheses on Millennials and older cohorts, but it also extends their research by testing new hypotheses and addressing some of their methodological limitations.

Smartphone, Sensors and Digital Traces as Research Tools

How Does (Work Related) Smartphone Usage Correlate with Levels of Exhaustion

Relevance & Research Question: Smartphones make digital media and other digital means of communication constantly available to individuals. This constant availability may have a significant impact on individuals exhaustion levels. In addition, being available often brings social pressure [e.g., “telepressure”] at work or at home that may lead to a further increase in exhaustion at the end of the day. On the other side, constant connectivity may enable frequent contact to one’s social networks what might decrease exhaustion. We examine whether employees perceive “being available” as a burden or as a resource in their daily work.

Methods & Data:
We use a combination of data from a probability-based population panel from Germany [Panel Study Labour Market and Social Security – PASS] and a research app [IAB-SMART], which passively collected smartphone data [e.g. location, app usage] and administered short daily surveys. Since app participants [N=651] were recruited from PASS, we are able to link both data sources. The PASS data provides us with sociodemographic variables, e.g. age, education, gender etc. and background information, which enables us to calculate population weights. From the passively collected app data, we can construct a series of predictors like daily smartphone usage and instant switches between apps. The level of exhaustion is measured by a survey question, which was daily repeated for seven days every three months, i.e., we have one to 14 measures per individual. Considering several selection processes within the data collection, we end up with an analysis sample of 163 individuals with 693 days that we use in a multilevel regression model.
THE QUALITY OF MEASUREMENTS IN A SMARTPHONE-APP TO MEASURE TRAVEL BEHAVIOUR FOR A PROBABILlITY SAMPLE OF PEOPLE FROM THE NETHERLANDS

Authors: Lugtig, Peter [1]; Mccool, Danielle [1,2]; Schouten, Barry [2,1]
Organisation: 1: Utrecht University, The Netherlands
2: Statistics Netherlands, The Netherlands

Relevance & Research Question:
Smartphone apps are starting to be commonly used to measure travel behaviour. The advantage of smartphone apps is that they can use location sensors in mobile phones to keep track of where people go at what time at relatively high precision. In this presentation, we report on a large fieldwork test conducted by Statistics Netherlands and Utrecht University in November 2018 and present on the quality of travel data using hybrid estimation using passive data and a diary-style smartphone app.

Methods & Data:
A random sample of about 1900 individuals from the Dutch population register was invited by letter to install an app on their smartphone for a week. The app then tracked people’s location for a week continuously. Based on an algorithm the app divided each day into “stops” and “tracks” (trips), which were fed back to respondents in a diary-style list separately for every day. Respondents were then asked to provide details on stops and trips in the diary.

Results:
Having both sensor data and survey data allows us to investigate measurement error in stops, trips and details about these in some detail. A few types of errors may occur:

1) False positives: a stop was presented to a respondent that wasn’t a stop (and by definition also a track connecting this stop to another one).
2) False negatives: stops were missing from the diary (often because a respondent forgot the phone, or GPS tracking was not working properly).

How can we identify false positives and negative? How did respondents react to false positives, and how can we correct for this in estimates of travel behaviour?

Added Value:
We will discuss each type of error, their size, and the context in which they occurred. Finally, we will discuss the overall impact of both false positive and false negatives and discuss their overall impact on the statistics of interest. We conclude with a discussion of how to generally move forward in combining sensor and survey data for tracking studies for social science, market research and official statistics.
HASHTAG TO HATECRIME: TWITTER AND ANTI-MINORITY SENTIMENT

Authors: Müller, Karsten [1]; Schwarz, Carlo [2]
Organisation: 1: Princeton University, United States of America
              2: University of Warwick, United Kingdom

We study whether social media can activate hatred of minorities, with a focus on Donald Trump’s political rise. We show that the increase in anti-Muslim sentiment in the US since the start of Trump’s presidential campaign has been concentrated in counties with high Twitter usage. To establish causality, we develop an identification strategy based on Twitter’s early adopters at the South by Southwest (SXSW) festival, which marked a turning point in the site’s popularity. Instrumenting with the locations of SXSW followers in March 2007, while controlling for the locations of SXSW followers who joined in previous months, we find that a one standard deviation increase in Twitter usage is associated with a 38% larger increase in anti-Muslim hate crimes since Trump’s campaign start. We also show that Trump’s tweets about Islam-related topics are highly correlated with anti-Muslim hate crimes after the start of his presidential campaign, but not before. These correlations persist in an instrumental variable framework exploiting that Trump is more likely to tweet about Muslims on days when he plays golf. Trump’s tweets also predict more anti-Muslim Twitter activity of his followers and higher cable news attention paid to Muslims, particularly on Fox News.

WHAT SHOULD WE BE ALLOWED TO POST? CITIZENS’ PREFERENCES FOR ONLINE HATE SPEECH REGULATION

Authors: Munzert, Simon [1]; Traunmüller, Richard [2]; Guess, Andrew [3]; Barbera, Pablo [4]; Yang, JungHwan [5]
Organisation: 1: Hertie School of Governance, Germany
              2: University of Frankfurt, Germany
              3: Princeton University, United States of America
              4: USC, United States of America
              5: UIUC, United States of America

Relevance & Research Question:
In the age of social media, the questions of what is allowed to say and how hate speech should be regulated are ever more contested. We hypothesize that content- and context-specific factors influence citizens’ perceptions of the offensiveness of online content, and also shape preferences for action that should be taken. This has implications for the legitimacy of hate speech regulation.

Methods & Data:
We present a pre-registered study to analyze citizens’ preferences for online hate speech regulation. The study is embedded in nationally representative online panels in the US and Germany (about 1,300 respondents, opt-in panels operated by YouGov). We construct vignettes in forms of social media posts that vary along key dimensions of hate speech regulation, such as sender/target characteristics (e.g., gender and ethnicity), message content, and target’s reaction (e.g., counter-aggression or blocking/reporting). Respondents are asked to judge the posts with regards to their offensiveness and consequences the sender should face. Furthermore, the vignette task was embedded in a framing experiment, motivating it by [a] looming government regulation protecting potential victims of hate speech, [b] civil rights groups advocating against censorship online, or [c] a neutral frame.

Results:
While for half (48%) of the posts the respondents saw no need for action by the platform provider, for 11% of the posts they would have liked to see the sender to be banned permanently from the platform. Violent messages are substantively more critically evaluated than insulting or vilifying messages. At the individual level, we find that females are significantly more likely to regard the posts as offensive or hateful than males. With regards to the framing experiment, we find that, compared to the control group, respondents confronted with the government prime are 20pp less likely to demand no action in response to offensive posts.

Added Value:
While governments around the world are acting towards regulating hate speech, little is known about what is deemed acceptable or unacceptable speech online in different parts of the population and societal contexts. We provide first evidence that could inform future debates on hate speech regulation.

IDENTIFYING STEREOTYPES ABOUT WELFARE RECIPIENTS USING DIGITAL TRACE DATA

Authors: Kühne, Simon; Tsolak, Dorian; Karmann, Anna; Knauff, Stefan
Organisation: Bielefeld University, Germany

Relevance & Research Question:
There is empirical evidence that support for the welfare state declines in Europe due to growing migration and ethnic heterogeneity. In this regard, social scientists and economists argue that the native population perceives migrants as an economic threat to the universal welfare system. The U.S. literature provides an alternative explanation: Attitudes towards the welfare state are dependent upon stereotypes of ‘typical’ welfare recipients. In the U.S. case, especially African Americans and Latinos are perceived as such. Thus, negative attitudes towards the welfare state can also reflect racial/ethnic prejudices. We apply this approach to the German context and identify stereotypes of ‘typical’ welfare recipients in Germany.

Methods & Data:
We rely on large-scale digital trace data in order to identify existing stereotypes about welfare recipients in Germany. We analyze more than 250 Million German-language Tweets collected since 2018. In a first step, we define relevant concepts and keywords based on the existing research on stereotypes. Next, we categorize our data using topic modeling based on word embeddings. Adding meta-information about the data such as likes and geographic locations allows learning about the origin, dissemination, and acceptance of stereotypes.

Results:
Our preliminary results point to the existence of welfare receipt related discussions in these online spaces. Interestingly, the debate is disjunct from typical immigration-related stereotypes and instead often addresses the welfare state in conjunction with other groups either stratified by age [children, pensioned people] or other socio-demographic characteristics like employment status [unemployed persons, students]. The tonality of the online debates is heterogeneous, ranging from civilized comments critiquing politics to ‘hate speech.’

Added Value:
Our research project expands the current literature on welfare state attitudes by adding a computational social science perspective. We rely on an innovative approach that makes use of digital trace data available online. Moreover, our findings may de-emotionalize the current debate about social inequality in the context of migration and refugee movement and help to sensitize the public to the issue.
UX RESEARCH VS MARKET RESEARCH?

THE CONVERGENCE OF USER RESEARCH AND MARKET RESEARCH - THE BEST OF BOTH WORLDS?!

Authors: Graf, Christian [1]; Wilhelm, Thorsten [2]
Organisation: 1: UXessible GbR, Germany
2: eresult GmbH, Germany

The relationship between user research (user research as part of the user experience design) on the one hand and market research on the other hand has been repeatedly discussed lately. While one part of the community tends to emphasize differences, the other one clearly sees overlaps. We were interested in the subjective reality of professionals with market-research background and user experience research background and how members of each group see their contributions to each phase in a standard development process (early idea gathering, conceptualisation, implementation, market entry and operations). In each of those phases different questions must be answered to ensure the success of the to-be-product/service with the customers. The hypothesis was that each group does not regard its contribution at the same level to each phase, but that they complement each other depending on the phase.

As of today, we collected 37 answers from two groups [user researchers or market researchers] with a qualitative online 10 item questionnaire with open and closed questions. The data collection and processing is ongoing.

The primary results support our assumption. The contribution of the both groups qualifies to be complementing, i.e. when one group sees its contribution as high, the other group regard its contribution as low, and vice-versa. This might be interpreted as if both groups see its contribution as very distinct. Nevertheless, the other answers show that both groups share similar methods, where user research is often more qualitative and market research more quantitative, but not exclusively.

From the results, we propose a structured combination of market research methods [often quantitative] and user research methods [often qualitative] depending on the phases in the product development. Based on the findings we urge every product team to ensure an approach with mixed methods [this should be a no-brainer today] and a mixed team of heterogeneous mindsets, i.e. people coming more from market research and people from user research. The results could be interpreted in a different way too: the transition from market researcher to user researcher and vice-versa might only be a question of the mindset. This is future research.

DO SMARTPHONE APP DIARIES WORK – FOR RESEARCHERS AND PARTICIPANTS?

Author: de Groot, Zacharias
Organisation: Liveloop GmbH, Germany

Mobile diary apps are one of the latest developments in the field of research diaries. They allow participants to provide spontaneous and in-the-moment feedback with their smartphones. By utilising mobiles for digital qualitative research, diary apps represent the next step in closing the gap between participant and researcher.

By providing the opportunity to gather valuable insights on physical and digital product and service usage, smartphone diary apps are especially promising for user research [as part of UX]. They allow to identify users’ needs and desires, their usage patterns as well to collect installation, setup and usage feedback over the course of time.

Like other feedback channels, the response behaviour and input quality of smartphone diaries rely heavily on consumers’ motivation to participate and contribute. Engaging participants in a digital diary without the social glue of a community, with little moderator response and without reactions by community peers to their contributions can be quite challenging, especially on the long run. In fact, there appears to be little evidence on how qualitative smartphone diary studies perform as long-term projects with regard to participant engagement.

We will present first results on participant motivation and satisfaction derived from a long-term User experience smartphone diary study with a duration of more than 12 months. We observed relatively high satisfaction rates with the feedback process and the research mode across the user base, as well as low drop-out and non-response rates over the course of the study.

The results show that it is possible to engage consumers and collect insights over a longer period of time in a digital app diary model – making smartphone diaries an interesting alternative to conduct and accompany In-home-Use-Tests and other product and service research models for Market and User experience research the like.

COCREATION IN VIRTUAL WORLDS FOR COMPLEX QUESTIONS AND TECHNOLOGIES

Author: Murtinger, Markus
Organisation: AIT Austrian Institute of Technology and USECON, Austria

One of the most relevant differences between User Experience (UX) research and market research for us is the creative involvement of the participants in the design of the study settings. UX research is usually the beginning of a user centered innovation approach and provides essential inputs to the future design process. CoCreation methods are an essential part of this research phase to collect sticky information, to uncover user needs & ideas and to consider these results in the further creative process.

Co-Creation can be considered to be a subset or contemporary form of Participatory Design (PD) while using tools and techniques that engender people’s creativity, which is in part motivated by a belief in the value of democracy to civic, educational, and commercial settings.

New technologies [such as virtual reality, artificial intelligent, robotics, etc.] make it possible to reduce the cost of carrying out CoCreation and, moreover, they offer easy access for a broad group of users for collaboration. The focus is particularly on virtual and augmented reality technologies for the implementation of these studies and these technologies provides new possibilities to transform CoCreation into an engaging digital playground for serious collaboration. For example, participants could meet from any point in the world in a virtual workshop setting and work together on topics. Enhanced interaction methods combined with simulation or AI empower non-experts to work on a professional design level for resolving complex challenges. Furthermore, the results of the CoCreation process is immediately available and editable in the virtual world and could be shared on the internet for widespread user involvement.
We will present innovative approaches from ongoing research projects and how virtual CoCreation methods could be used and what we can expect from the future technologies and possibilities. On the one hand we will introduce our H2020 Research Project SHOTPROS and the involvement of Law Enforcement Agencies in the user centered design process. And on the other hand, we will show ideas and approaches with virtual reality in the domain of architecture and urban planning. Especially VR for participatory planning offer a completely new medium to walk through virtual worlds providing a high level of immersion and presence. This will completely change participation: Citizens no longer look at content but become part of the virtual world which is perceived as real and enable people to interact with and feel connected to the world.

Scales AND Questions

MEASURING INCOME (IN)EQUALITY: COMPARING QUESTIONS WITH UNIPOLAR AND BIPOLAR SCALES IN A PROBABILITY-BASED ONLINE PANEL

Authors: Höhne, Jan Karem [1,2]; Krebs, Dagmar [3]; Kühnel, Steffen [4]
Organisation: 1: University of Mannheim, Germany 2: RECSM-Universitat Pompeu Fabra, Spain 3: University of Gießen, Germany 4: University of Göttingen, Germany

Relevance & Research Question:
In social science research, questions with unipolar and bipolar scales are commonly used methods in measuring respondents’ attitudes and opinions. Compared to other rating scale characteristics, such as scale direction and length, scale polarity [unipolar and bipolar] and its effects on response behavior have been rarely addressed in previous research. To fill this gap in the survey literature, we investigate whether and to what extent fully verbalized unipolar and bipolar scales influence response behavior by analyzing observed and latent response distributions and latent thresholds of response categories.

Methods & Data:
For this purpose, we conducted a survey experiment in the probability-based German Internet Panel (N = 2,427) in March 2019 and randomly assigned respondents to one of the following two groups: the first group received four questions on income [in]equality with a five-point, fully verbalized unipolar scale [i.e., agree strongly, agree somewhat, agree moderately, agree hardly, agree not at all]. The second group received the same four questions on income [in]equality with a five-point, fully verbalized bipolar scale [i.e., agree strongly, agree somewhat, neither agree nor disagree, disagree somewhat, disagree strongly].

Results:
The results reveal substantial differences between the two rating scales. They show significantly different response distributions and measurement non-invariance. In addition, response categories and latent thresholds of unipolar and bipolar scales are not equally distributed. The findings show that responses to questions with unipolar and bipolar scales differ not only on the observational level, but also on the latent level.

Added Value:
Both rating scales vary with respect to their measurement properties, so that the responses obtained using each scale are not easily comparable. We therefore recommend not considering unipolar and bipolar scales as interchangeable.

COMPARISON OF UNIPOLAR AND BIPOLAR RESPONSE SCALES IN ONLINE PERSONALITY TESTING

Authors: Vésteinsdóttir, Vaka [1,2]; Jahn, Philipp [3]; Gylfason, Haukur Freyr [4]; Asgeirsdóttir, Ragnhildur Lilja [1,2]; Nussbeck, Fridtjof [3]; Thorsdóttir, Fanney [1,2]
Organisation: 1: University of Iceland, Iceland 2: RAHÍ / Methodology Research Center at the University of Iceland, Iceland 3: University of Konstanz, Germany 4: Reykjavik University, Iceland

Relevance & Research Question:
It is well-known that the presentation and length of response scales can affect responses to questionnaire items. However, less is known about how different response scales affect responses and what the possible underlying mechanisms are. The purpose of this study was to compare bipolar and unipolar scales using a measure of personality [HEXACO-60] with regard to changes in response distributions, social desirability and acquiescence.

Methods & Data:
Four versions of the HEXACO-60 personality questionnaire were administered online via MTurk to 1,000 participants, randomly assigned to one of four groups, each containing one of the four versions. The first group received the HEXACO with its original response options [a five-point bipolar response scale], the second group received the HEXACO with a five-point unipolar agreement response scale, and the third group also received a unipolar agreement response scale but with three response options [the original response scale without the disagree response options]. The fourth group was asked to rate the total social desirability scale value [SDSV] of each of the 60 HEXACO items on a seven-point response scale [from very undesirable to very desirable]. An index of item desirability was created from the SDSV and a measure of acquiescence was created by selecting items with incompatible content from the HEXACO to produce item pairs where agreement to both items would indicate acquiescence.
Results: The three versions of the HEXACO-60 were analyzed with regard to distributions, social desirability of item content and acquiescence. The results show differences in the distribution of responses between the three response scales. Compared to the bipolar scale, the unipolar scales increased agreement with items rated as undesirable, which would indicate less socially desirable responding on unipolar scales. However, the use of unipolar scales increased overall agreement to items, which could indicate either increased acquiescence or different interpretations of the question in relation to the response options. The results and possible interpretations will be discussed.

Added Value: The study provides added understanding of the effects of changing response scales from bipolar to unipolar and aids in understanding of the mechanisms underlying responses.

COMPARING THE POTENTIAL OF CLOSED-ENDED VS OPEN-ENDED PROBING FORMATS

Authors: Neuert, Cornelia E. [1]; Meitinger, Katharina [2]; Behr, Dorothée [1]
Organisation: 1: GESIS Leibniz Institute for the Social Sciences, Germany
2: Utrecht University, The Netherlands

Relevance & Research Question: In recent years, the use of open-ended questions is increasing in online surveys as there are various research situations where open-ended question can provide crucial information. In web probing, for instance, cognitive interviewing techniques are integrated into online surveys to evaluate questions by collecting data on respondents’ answer processes. This method has shown promising insights in discovering problematic survey items and inequivalence across countries. However, it is generally acknowledged that open-ended questions are more burdensome to answer for respondents and face more item-nonresponse.

A second possibility of administering probing questions is in a closed-ended format. The response options for the closed-ended questions are developed by relying on the findings of previous collected qualitative cognitive interviewing data. The implementation of closed-ended probes drastically reduces the costs and burden involved in the data processing and analysis stages compared to open-ended questions, because it omits the development of coding schemes, the coding of the responses and reduces the response burden of answering. However, how well both probe types compare in terms of their explanatory power [e.g. the prevalence of respondents’ associations and error types] is still open.

In this paper, we address the following two research questions:
1) Do closed-ended probes help to assess the validity of survey questions and do they arrive at similar substantive conclusions than open-ended probes?
2) Which approach performs better regarding response quality?

Methods & Data: Based on a sample of 1,600 German panelists of an online access panel, we conducted a web experiment comparing the responses of closed-ended vs. open-ended probes on three questions under consideration. The study was fielded in July 2019.

Results: We compare the amount of insights in terms of validity [variety and prevalence of themes] as well as indicators of response quality [e.g. item nonresponse, nonresponse bias, response times]. However, research is still work in progress, and therefore results are not available, yet.

Added Value: The results will show whether closed-ended probes are as effective as open-ended probes and how the response format affects the quality of the study results.

GOR THESIS AWARD 2020 COMPETITION

USING ARTIFICIAL NEURAL NETWORKS FOR ASPECT-BASED SENTIMENT ANALYSIS OF LAPTOP REVIEWS

Author: Weißmann, Sonja Rebekka
Organisation: Catholic University Eichstätt-Ingolstadt, Germany

Relevance & Research Question: On e-commerce websites such as Amazon, customers readily comment on product highlights and flaws. This provides an important opportunity for companies to collect customer feedback. Fine-grained analyses of customer reviews can support managerial decision-making, especially in marketing. The vast amount of user-generated content necessitates the application of automated analysis techniques. One method of computationally processing unstructured text data is sentiment analysis, which examines people’s opinions, evaluations, emotions, and attitudes towards products, services, organizations, or other topics [Liu 2012, p. 1]. Past studies have primarily focused on document-level or sentence-level sentiment analysis. However, for practical applications, there is a substantial need for finer-grained analyses to determine what exactly customers like or dislike – thus, for aspect-based sentiment analysis (ABSA). However, the implementation of ABSA is challenging.

The need for ABSA in marketing, the limitations of traditional sentiment analysis methods, and recent progress in the field of artificial neural networks make the latter’s application to ABSA a relevant research topic.
The objectives of this thesis are to:

- propose and evaluate a novel model architecture for ABSA that combines gated recurrent units and convolutional neural networks;
- apply the proposed model to laptop reviews to gain insight into customer requirements and satisfaction;
- discuss limitations of the proposed model, also from a market research perspective.

Methods & Data:

ABSA is divided into the subtasks of aspect term extraction and aspect sentiment classification. One neural network was trained to predict for each word of every sentence whether the word is an aspect. All aspects and their corresponding sentences were passed on to a second neural network, which predicts whether the sentiment expressed regarding the aspect is positive, negative, or neutral. Building on previous research, this thesis suggests combining two artificial neural network types, namely gated recurrent units and convolutional neural networks.

The proposed model was trained using the SemEval 2014 laptop review dataset [SemEval 2014]. In addition, the thesis author manually annotated laptop reviews. The combined dataset consists of 5,165 sentences, totaling approximately 72,900 words. To evaluate model performance compared to previous research, the proposed model was trained only on the original SemEval training set and tested on the SemEval test set.

Results:

The evaluation results [Fig. 1, 2] are promising. Without using sentiment lexica, handcrafted rules or manual feature engineering, the proposed system achieves competitive results on the benchmark dataset. It is especially effective at extracting aspects.

```
<table>
<thead>
<tr>
<th>Model</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed model</td>
<td>81.63%</td>
</tr>
<tr>
<td>Filho and Pardo [2014]</td>
<td>25.19%</td>
</tr>
<tr>
<td>Pontiki et al. [2014]</td>
<td>35.64%</td>
</tr>
<tr>
<td>Toh and Wang [2014]</td>
<td>70.41%</td>
</tr>
<tr>
<td>Chernyshchevich [2014]</td>
<td>74.55%†</td>
</tr>
<tr>
<td>Liu, Joty, and Meng [2015]</td>
<td>74.56%</td>
</tr>
<tr>
<td>Poria, Cambria, and Gelbukh [2016]</td>
<td>77.32%</td>
</tr>
<tr>
<td>Xu et al. [2018]</td>
<td>77.67%</td>
</tr>
</tbody>
</table>
```

Fig. 1: Performance on aspect term extraction on the SemEval test set

To ensure comparability, only the performance of models with publicly available word embeddings are reported in Fig. 1. With domain-specific word embeddings and a set of linguistic patterns, Poria, Cambria, and Gelbukh [2016] reached an F1 score of 82.32%, which appears to be the current state of the art for this task.

```
<table>
<thead>
<tr>
<th>Model Accuracy Macro</th>
<th>F1 score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed model</td>
<td>68.45%</td>
</tr>
<tr>
<td>Pontiki et al. [2014]</td>
<td>51.37% n/a</td>
</tr>
<tr>
<td>Negi and Buitelaar [2014]</td>
<td>57.03% n/a</td>
</tr>
<tr>
<td>Wang et al. [2016]</td>
<td>68.90% n/a</td>
</tr>
<tr>
<td>Wagner et al. [2014]</td>
<td>70.48% n/a</td>
</tr>
<tr>
<td>Kiritchenko et al. [2014]</td>
<td>70.48% n/a</td>
</tr>
<tr>
<td>Tang et al. [2016]</td>
<td>71.83% 68.43%</td>
</tr>
<tr>
<td>Chen et al. [2017]</td>
<td>74.49% 71.35%</td>
</tr>
</tbody>
</table>
```

Fig. 2: Performance on aspect sentiment classification on the SemEval test set

Sentiment misclassifications can be grouped into three types of mistakes: predicting the opposite sentiment, predicting a strong sentiment instead of neutrality, and predicting neutrality instead of a strong sentiment. For marketers who interpret the model predictions, the first type of mistake could be the most severe. The third type of mistake was most common. It is arguably the least severe mistake and shows that the proposed system tends to be conservative in its predictions.

Overall, model performance is encouraging, especially because the model used only two features. This is in sharp contrast to traditional methods. Moreover, no specialized knowledge of linguistics was needed to develop the proposed system. In addition, it does not use any sentiment lexica, which is especially beneficial when considering languages other than English.

A case study in the laptop domain illustrates how and to what degree the proposed ABSA system is useful for practical purposes in market research.

Added Value:

The paper’s contributions are

- provision of a labeled dataset for ABSA, which could enhance other models;
- provision of refined annotation guidelines that consider marketing needs;
- proposal and implementation of a system that combine gated recurrent units and convolutional neural networks;
- performance evaluation of the system;
- error analyses, which can help practitioners to interpret the model output and may allow academics to improve future models;
- model outputs that summarize the customer opinions voiced in unlabeled and unstructured reviews;
- some insight into customer satisfaction and preferences [regarding the case study laptops], which might facilitate decision-making in marketing;
- guidance on why, how, and under what limitations to use ABSA, especially for marketing purposes.

With only words and part-of-speech tags as inputs, the proposed system achieves competitive results on the benchmark dataset. Sentiment lexica, handcrafted rules or manual feature engineering are not required. The system can be readily used to analyze English customer reviews of laptops. Given appropriate training data, the approach may also be applicable to other product categories and languages.

ABSA offers a structured representation of the most frequently mentioned positive and negative aspects in customer reviews. Moreover, it does so in a timely manner. The output can help to determine what reviewers like and dislike about a product. Given a large amount of review text, ABSA provides a detailed picture of customer satisfaction and can stimulate product improvements. It can also support marketers in inferring the reviewers’ reasons to purchase the product and the purposes for which they use it. Moreover, ABSA can complement traditional marketing research, especially as a preliminary study or by providing up-to-date information. In short, it can help companies to understand customers.

Relevance & Research Question:

- model outputs that summarize the customer opinions voiced in unlabeled and unstructured reviews;
- some insight into customer satisfaction and preferences [regarding the case study laptops], which might facilitate decision-making in marketing;
- guidance on why, how, and under what limitations to use ABSA, especially for marketing purposes.

With only words and part-of-speech tags as inputs, the proposed system achieves competitive results on the benchmark dataset. Sentiment lexica, handcrafted rules or manual feature engineering are not required. The system can be readily used to analyze English customer reviews of laptops. Given appropriate training data, the approach may also be applicable to other product categories and languages.

ABSA offers a structured representation of the most frequently mentioned positive and negative aspects in customer reviews. Moreover, it does so in a timely manner. The output can help to determine what reviewers like and dislike about a product. Given a large amount of review text, ABSA provides a detailed picture of customer satisfaction and can stimulate product improvements. It can also support marketers in inferring the reviewers’ reasons to purchase the product and the purposes for which they use it. Moreover, ABSA can complement traditional marketing research, especially as a preliminary study or by providing up-to-date information. In short, it can help companies to understand customers.

References:

see thesis

DATA SHARING FOR THE PUBLIC GOOD?
A FACTORIAL SURVEY EXPERIMENT ON CONTEXTUAL PRIVACY NORMS

Author: Gerdon, Frederic
Organisation: University of Mannheim, Germany

Relevance & Research Question:

Individual data that are collected when using smartphone applications or other digital technologies may not only be used to improve recommendations or products provided to the user. Many of these data may at the same time be employed for a public use, for instan-
ce when data collected in navigation apps are used by municipal-
ties for urban planning. Against this background, the advancement
of smart technologies opens new possibilities for the provision
and maintenance of public goods, such as public health care and
infrastructure development. However, such practices entail con-
siderable ethical and social challenges, particularly with respect
to privacy violations. From empirical research on privacy norms,
we know that individual perceptions of which data transmissions
are acceptable depend heavily on situational characteristics and
their interactions. Thus, while individuals may accept data uses
from which they receive an immediate personal benefit, it is un-
clear under which conditions using the same data for a public be-
nefit is considered appropriate as well. To investigate this issue,
the present paper draws on and advances the application of the
theoretical framework of privacy as contextual integrity (Nissen-
baum 2004, 2018) that conceptualizes the context dependence
of privacy norms. It proposes concrete situational characteristics
that impact the forming of these norms: data type, involved
actors, and the terms of data transmission. These characteristics
interact, meaning that in most cases no single situational feature
can explain norms on its own. The question is: Do individuals hold
different norms of appropriateness for private and public benefit
data uses, and on which concrete situational characteristics does
acceptance depend?

Methods & Data:
A factorial survey experiment ("vignette study") was employed in
a German online non-probability sample with 1,504 respondents to
compare how personal normative beliefs of appropriateness of spe-
cific data transmissions are affected by concrete situational cha-
acteristics. The vignettes, i.e. situations shown to the respondents,
varied along the parameters of data type, data recipient, and use for
a private or public benefit. The investigated data types were health,
location, and energy use data, while the recipient was either a public
administration or a private company. Moreover, general privacy con-
cerns, perceived sensitivity of the three data types, as well as trust
in public and private entities were measured to account for possible
moderating effects.

Results:
Results of linear regression analyses show that whether respondents
perceive a public benefit use of their data as appropriate — compared
to a personal benefit use — strongly depends on the concrete data
type scenario at hand. In line with the notion of contextual integrity,
considerable interactions of situational characteristics are present,
i.e. the effects of use vary with data type and recipient. Particularly,
public benefit uses are more accepted when public instead of private
actors use the data. These findings show that the acceptability of a
public benefit use is context dependent and support a contextual con-
ceptualization of privacy norms.

Moreover, normative beliefs can partly be explained by individual cha-
acteristics. Interestingly, in two out of three data type scenarios, ge-
neral privacy concerns decreased acceptance, suggesting that more
general privacy sentiments are not always obliterated by concrete
situational factors. Perceived sensitivity of a given data type and ge-
neral privacy concerns strongly contribute to the explanation of vari-
ce in normative beliefs, i.e. they appear as major influential factors.
However, interactions between a given data type and its sensitivity
as well as the interaction between recipient and trust in the recipient
were miniscule. Therefore, the data do not allow the inference that hig-
her trust or higher perceived sensitivity strongly altered the impact of
recipients or data types.

Added Value:
The present study contributes to an extension of the application of
the contextual integrity framework for privacy norms and offers first
insights into conditions under which using data for public benefit
uses may be deemed appropriate. It suggests to cautiously design
data transmissions of individual data for public benefit uses, parti-
cularly as the advancement of possibly invasive technologies pro-
mises improvements of the provision of public goods. No one-fits-all
preference for public benefit uses of individual data exists but, impor-
tantly, public actors are preferred recipients for such a data use.
This study paves the way for future investigations of data sharing
for the public good and argues to further investigate interindividual
differences as drivers of normative beliefs. Furthermore, research
and practice will profit from examining additional data sharing sce-
narios as well as behavioral implications of privacy norms for public
benefit use contexts.

References:
Nissenbaum, Helen (2004): Privacy as Contextual Integrity, Wash-
Nissenbaum, Helen (2018): Respecting Context to Protect Privacy. Why

THE DIGITAL ARCHITECTURES OF SOCIAL MEDIA:
PLATFORMS AND PARTICIPATION IN CONTEMPORARY POLITICS

Author: Bossetta, Michael Joseph
Organisation: Lund University, Sweden

Social media platforms (SMPs) influence the communication of vir-
tually all stakeholders in democratic politics. Politicians and parties
campaign through SMPs, media organizations use them to distribute
political news, and many citizens read, share, and debate political
issues across multiple social media accounts. When assessing the
political implications of these practices, scholars have traditionally
focused on the commonalities of SMPs, rather than their differen-
ces. The implications of this oversight are both theoretical and me-
thodological. Theoretically, scholars lack an overarching conceptual
framework to inform cross-platform research designs. As a result,
the operationalization of social media variables across platforms is
often inconsistent and incomparable, limiting the attribution of plat-
form-specific effects.

This dissertation therefore contributes to the study of digital media and
politics by developing a cross-platform theory of platforms’ di-
gital architectures. Digital architectures are defined as the collec-
tive suite of technical protocols that enable, constrain, and shape
user behavior in a virtual space. The dissertation’s central argument
is that the digital architectures of SMPs mediate how users enact
political processes through them. Focusing on politicians’ campaig-
ning and citizens’ political participation during elections, I show how
political communication processes manifest differently across plat-
forms in ways that can be attributed to their digital architectures.
Moreover, I demonstrate how both politicians and citizens manipu-
late the digital architectures of platforms to further their political
agendas during elections.
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To mount these arguments, the dissertation adopts a highly conceptual, exploratory, and interdisciplinary approach. Its main theoretical contribution, the digital architectures framework, brings together fragments from literatures spanning archeology, design theory, media studies, political communication, political science, social movements, and software engineering. Methodologically, the study combines qualitative and quantitative methods to address the research questions of four individual research articles (Chapters 4–7). These studies have been published in Information, Communication & Society; Journalism & Mass Communication Quarterly; Language and Politics; and a book chapter in Social Media and European Politics (Palgrave). The main empirical cases included in the dissertation are the 2015 British General Election, the 2016 Brexit Referendum, and the 2016 U.S. Presidential Election.

The structure of the dissertation is as follows. Chapter 1 introduces the dissertation’s overarching research questions and design. Chapter 2 situates the digital architectures framework within the existing literature by critiquing existing theoretical approaches to social media and political participation. Chapter 3 outlines the main challenges in studying participation on social media, as well as summarizes the dissertation’s methodological approach. Chapter 4 then presents the digital architectures framework through a systematic, cross-platform comparison of Facebook, Twitter, Instagram, and Snapchat. In this chapter, I illustrate how the digital architectures of these SMPs shaped how American politicians used them for political campaigning in the 2016 U.S. election.

Shifting focus from politics to citizens, Chapter 5 examines how the digital architectures of social media influence citizens’ political participation. Chapter 5 characterizes the various styles and degrees of political participation through SMPs, and it shows how the architectures of Twitter and Facebook lead to different manifestations of online participation in the context of European politics.

Building on the Chapter 5’s conceptual work, Chapters 6 and 7 use digital trace data to empirically investigate citizens’ participation on Twitter and Facebook, respectively. Chapter 6 offers a new theory of online political participation by conceptualizing it as a process, rather than as an activity. Chapter 6 develops a typology of political participation and applies it to citizens’ use of Twitter in the 2015 British General Election. We find that a small number of highly active citizens dominate the political discussion on Twitter, and these citizens tend to promote right-wing, nationalist positions.

Chapter 7 finds similar patterns in citizens’ political participation on Facebook during the 2016 Brexit referendum. Using metadata to chart the commenting patterns of citizens across media and political Facebook pages, Chapter 7 reveals that Leave supporters were much more active in political commentary than Remain supporters. However, this phenomenon is, again, due to a small number of active citizens promoting right-wing, nationalist positions. Few citizens commented on both media and campaign Facebook pages during the referendum, but those who did commented on the media first. This finding, together with the observation that political commentary overwhelmingly took place on media pages, supports the notion that the mainstream media maintain their agenda-setting role on SMPs.

Lastly, Chapter 8 argues that different digital architectures afford varying degrees of publicness, which in turn affects how political participation is actualized across platforms. This chapter, and the thesis, concludes with a discussion of why the digital architectures of social media are critical to consider when assessing social media’s impact on democracy.

Relevance & Research Question:

The central idea of crowd-science is to engage a wide base of potential contributors who are not professional scientists into the process of conducting and analyzing research data [e.g., Franzoni & Sauermann, 2014]. Crowd science carries the potential to lift data treasures or to analyze data that is too large for a small research team, but at the same time too unstandardized for computational research methods. While such approaches have been used successfully in the natural sciences and the digital humanities, they are rare in the social sciences. Hence, we know only very little about the particular challenges of this approach, its fit to certain research questions or types of data [Scheliga et al 2018].

Methods & Data:

In this talk, we report and reflect about our crowd-science approach that we used to utilize data on the social relationships among entrepreneurial groups (Ruef 2010). Starting from a core data set based on administrative data [Weinhardt and Stamm 2019], we designed a crowd science task that asks participants to research information on company websites and in news articles on predefined cases of entrepreneurs in order to enrich our overall data set. To implement this task, we set up our own crowd science platform that moderated task distribution and the collection of the researched information. In order to qualify the crowd, in our case students in the social sciences across Germany, for this task we offered a 45 min online training on the methodology of process-generated data. After completion, participating students could engage in the research task, and by doing so, collect points and win prizes.

Results:

We discuss the methodological challenges, from extracting and combining the information from the different sources as well as pragmatic challenges from setting up a multi-purpose online platform to finding and motivating participants.

Added Value:

These insights and reflections advance the methodological discussion on crowd science as digital method and initiate a discourse on the potentials and shortcomings of combining data sources via platform moderated data collection.
Organisation:

Authors:

Various sources of voice data exist, ranging from audio streams of

Analyzing voice content in large scale is a promising but difficult task.

Relevance & Research Question:

Economists/governments are deeply interested in the income dis-

tribution, the level of movement across the income distribution,

and how observable characteristics predict someone’s position on

the distribution. These topics are answered in different countries

using a combination of cross-sectional surveys, panel studies, and

administrative data. Australia has been well served by sample sur-

veys on the income distribution, but these are limited for relatively

small population groups or for precise points on the distribution.

Australian researchers have made limited use of administrative

data. Not because the administrative data doesn’t exist, but be-

cause of privacy and practical challenges with linking individuals

and making that data available to external researchers. In this

paper, we apply machine learning and standard econometric tech-

niques to develop synthetic estimates of the Australian income
distribution, validate this data against high quality survey data

and administrative data. Australia has been well served by sample sur-

veys on the income distribution, but these are limited for relatively

small population groups or for precise points on the distribution.

Added Value:

We outline a methodology and set of techniques for when income data

needs to be combined across multiple sources, demonstrate a pro-
ductive link between ML and econometric techniques, and shed new

light on the Australian income distribution.

Results:

We show that certain algorithms perform far better than others, and

that we are able to generate highly accurate predictions that match

survey data at the national level. We then derive new insights into in-

come inequality in Australia.

Added Value:

We outline a methodology and set of techniques for when income data

needs to be combined across multiple sources, demonstrate a pro-
ductive link between ML and econometric techniques, and shed new

light on the Australian income distribution.

READ MY HIPS.

HOW TO ADDRESS AI TRANSCRIPTION ISSUES

Authors:

Lang, André [1]; Müller, Stephan [1];

Lütters, Holger [2]; Friedrich-Freksa, Malte [3]

Organisation:

1: Insius, Germany
2: HTW Berlin, Germany
3: GapFish GmbH, Germany

Relevance & Research Question:

Analyzing voice content in large scale is a promising but difficult task.

Various sources of voice data exist, ranging from audio streams of

YouTube videos to voice responses in online surveys. While automated

solutions for speech-to-text transcription exist, the question remains

how to validate, quality-check and leverage the output of these ser-

vices to provide insights for market research. This study focuses on

methods for evaluating quality, filtering and processing of the texts

returned from automated transcript solutions.

Methods & Data:

The feasibility and challenges of processing text transcripts from

voice is assessed along the process steps of error recognition, error

correction and content processing. As a baseline, a set of 400 voice

responses, transcribed with Google’s Cloud Speech-to-Text service,

are enriched with the real responses taken from original audio. Diffe-

rences, being errors in recognition, are categorized into their different

causes, such as unknown names or similar sounding words. Different

methods for error detection and correction are proposed, applied and

tested against this goldset corpus and evaluated. The resulting texts

are processed with an NLP concept detection method usually applied

to UGC content in order to check how further insights such as inherent

topics can be derived.

Results:

Although having improved substantially over the past years, handling

speech-to-text output remains challenging. Unsystematic noise gene-

rated from mumbling or individual pronunciation is less problematic,

but systematic errors such as mis- or undetected person or brand na-

mes, due to difficult or ambiguous pronunciation, may distort results

substantially. The error detection methods shown, along with detecti-

on confidence values retrieved from the transcription service, provide

a first baseline for filtering, rejecting input of low quality, and further

processing in order to get meaningful insights.

Added Value:

Previous studies have shown that voice responses are more intense

and longer than typed ones. Having ways of evaluating and control-

ling the output of speech-to-text services, knowing their limitations,

and checking the applicability of NLP methods for further processing

is vital to build robust analytical services. This study covers the topics

that have to be addressed in order to draw substantial benefits from

voice as a source of (semi-)automated analytics.

HOW TO FIND POTENTIAL CUSTOMERS ON DISTRICT

LEVEL: CIVEY’S INNOVATIVE METHODOLOGY OF SMALL

AREA ESTIMATION THROUGH MULTILEVEL REGRESSI-

ON WITH POSTSTRATIFICATION

Authors:

Mütze, Janina; Weber, Charlotte; Wolfram, Tobias

Organisation:

Civey, Germany

Relevance & Research Question:

Reliable market research is the basis for making the right decisions.

Market researchers understand customer interests or the perception

of existing products. However, the question of how and where potent-

cial customers can be reached is difficult to answer precisely. To solve

this problem, Civey has developed Small Area Estimation through mul-

tilevel regression with poststratification in a live system. Thus, cus-

omers recognize potential leads even in the smallest geographical

areas such as districts (“Landkreise”).

Methods & Data:

The basis for this is a MRP model (Multilevel Regression with Poststra-

tification), which Civey has implemented for real-time calculations.

Data is collected online on over 25,000 websites. This way, over fif-

ten million opinions are collected each month. With one million ver-

ified and active users monthly, Civey has established Germany’s lar-

gest open access panel.
Based on a two-stage process developed by Civey, which combines hierarchical logistic regression models and poststratification with variable selection by LASSO, real-time applications of MRP are possible to provide Small Area Estimations. In addition to the user-based information, the model also accounts for publicly available auxiliary information on district level.

Results:
The model can be used to predict the probability that a certain person will give a particular answer for any combination of sociodemographic information. The model „learns“ based on all information available. This model-based approach enables fast valid results even in the smallest geographical areas.

Added Value:
After a brief introduction to the methodology, Civey provides unique insights into their results. This includes interesting evaluations of potential customers in the automotive market, but also amusing examples to show the variety and depth of data that this innovation allows.

MISINFORMATION AND FAKE NEWS

SOCIAL MEDIA AND THE DISRUPTION OF DEMOCRACY
Authors: Roberton, Jennifer [1]; Browne, Matt [2]; Erner, François [1]
Organisation: 1: respondi; 2: Global Progress

Relevance & Research Question:
It seems nostalgic to recall that the early days of the internet inspired hopes for a more egalitarian and democratic society. Some of this promise has been fulfilled — connectivity has enabled new forms of collective mobilization and made human knowledge accessible to anyone. But we are also living with the side effects of the Internet. Among them, pervasive disinformation in the polity that is weakening the integrity of our democracies and bringing people to the streets.

Fake news, hostile disinformation campaigns and polarization of the political debate have combined to undermine the shared narrative that once bound societies together. Trust in the institutions of democracy has been eroded. Tribalism and a virulent form of populism are the hallmarks of contemporary politics. The rules of politics are being rewritten.

Conducted as part of multi-stakeholder dialogue with the social media platforms on the renovation of democracy, our research explores the impact of social media on democratic society AND the impact of democratic disruptions on the reputation of social media platforms themselves.

Methods & Data:
20 minute surveys conducted in June and July 2019 in France, Germany and UK (n=500 in each country, representative age and gender). All agreed to install a software that monitors their online activity. They all have been tracked for 12 months before they participated in the research.

BUILDING TRUST IN FAKE SOURCES: AN EXPERIMENT
Authors: Bauer, Paul C. [1]; Clemm von Hohenberg, Bernhard [2]
Organisation: 1: MZES Mannheim, Germany; 2: European University Institute, Italy

Relevance & Research Question:
Today, social media like Facebook and Whatsapp allow anyone to produce and disseminate “news”, which makes it harder for people to decide which sources to trust. While much recent research has focussed on the items of (mis)information that people believe, less is known what makes people trust a given source. We focus on three source characteristics: Whether the source is known (vs. unknown), on what channel people receive its content (Facebook vs. website) and whether previous information by that source was congruent (vs. incongruent) with someone’s worldview.

Methods & Data:
In a pre-registered online survey experiment with a German quota sample (n = 1980), we expose subjects to a series of news reports, manipulated in a 2x2x2 design. Through the use of HTML, we create highly realistic stimulus material that is responsive to mobile and desktop respondents. We measure whether people believe that a report is true, and whether they would share it.

Results:
We find that individuals have a higher level of belief in and a somewhat higher propensity to share news reports by sources they know. Against our expectation, the source effect on belief is larger on Facebook than on websites. Our results are not the impact of congruence between facts and subjects’ world view. People are more likely to believe a news report by a source that has previously given them congruent information—if the source is unknown.

Added Value:
We re-evaluate older insights from the source credibility literature in a digital context, accounting for the fact that social media has changed the way sources appear to news consumers. We further provide additional evidence that explains why people tend to trust ideologically aligned sources.
lower initial response rates, higher break-off rates and longer response times. However, this evidence is largely based on a small number of mobile completers in general populations.

Methods & Data:
We analyse the Wellcome Trust Science Education Tracker (SET), a mixed-device online survey of young people aged 14 to 18 attending state-funded schools in England during 2016. SET is based on a random probability sample drawn from the 2014/15 National Pupil Database and Individualised Learner Record. Over 4,000 individuals responded [a 50% response rate], of whom a quarter completed the survey using a smartphone and 11% using a tablet. Using propensity score matching, we use linked administrative data to examine whether response quality varies by device type using a range of indicators including item non-response and consent to follow-up, speeding, time-outs during the survey, straight-lining and acquiescence.

Results:
Our findings show that most differences on these indicators are due to the effects of differential selection into device type. However, break-offs, time-outs during the survey and don’t knows/refusals result from differences in the measurement properties of the instruments.

Added Value:
The survey provides an unusually large probability sample of online completed from a population with very high rates of mobile device use and digital literacy. For the 83% who consent to a link to administrative data we have a range of previously collected variables which allow matching without concerns about endogeneity. The study design and large sample provides an excellent opportunity to disentangle device and selection effects using quasi-experimental methods.

SAMPLY: A USER-FRIENDLY WEB AND SMARTPHONE APPLICATION FOR CONDUCTING EXPERIENCE SAMPLING STUDIES

Authors: Shevchenko, Yury [1]; Kuhlmann, Tim [1,2]; Reips, Ulf-Dietrich [1]
Organisation: 1: University of Konstanz, Germany 2: University of Siegen, Germany

Relevance & Research Question:
Running an experience sampling study via smartphones is a complex undertaking. Scheduling and sending mobile notifications to participants is a tricky task because it requires the use of native mobile applications. In addition, the existing software solutions often restrict the number of possible question types. To solve these problems, we have developed a free web application that runs in any browser and can be installed on mobile phones. Using the application, researchers can create their studies, schedule notifications, and monitor users’ reactions. The content of notifications is fully customizable and may include links to studies created with external survey services.

Methods & Data:
We have conducted several empirical studies to test the application and its features, such as creating different types of notifications schedules and logging participants’ interactions with notifications. First pilot testing was carried out in student projects that conducted different surveys [e.g. happiness, stress, sleep quality, dreaming] with a schedule from several days up to one week. The second study was our own experience sampling survey with a university sample that was completed during one week with notifications sent seven times a day in the two-hours intervals. We also plan a third study with online samples, the results of which will be presented at the conference.
Results:
In the first pilot study (8 projects, n = 63), we analyzed the response rate of the participants based on the logging of interactions with notifications. In addition, the design and functionality of the web application was improved following a usability survey with application users. In the second study (n = 23) we analyzed how the type of participant’s device (i.e., mobile phone) is related to the response rate. Additionally, we investigated the relationship between the interaction with notifications and the response rate in the experience sampling survey. In the third study, we plan to repeat the analysis for the sample recruited online.

Added Value:
Our application provides a direct and easy way to run experience sampling studies. It has an open-source code and is available at https://github.com/YourOpenSourceRepository

SMART DATA FOR MARKETING AND OPERATIONS

ARTIFICIAL VOICES IN HUMAN CHOICES

Authors: Kaiser, Carolin; Schallner, René
Organisation: Nuremberg Institute for Market Decisions, Germany

Relevance & Research Question:
Today, most recent available voice assistants talk with non-emotional tone. However, with technology becoming more humanoid, this is about to change. From a marketing perspective, this is especially interesting, as the voice assistant’s emotional tone may affect consumers’ emotions which play an important role while shopping. For example, happy consumers tend to seek more variety in product choice and are more likely to engage in impulse buying. Against this background, we explore how the tone of a voice assistant impacts consumers’ shopping behavior.

Methods & Data:
We develop a deep learning model to synthesize speech in German with three different emotional tones: excited, happy and uninvolved. Listening tests with two experts, 120 university students, and 224 crowd workers are performed to ensure that people perceive the synthesized emotional tone. Afterwards, we conduct lab experiments, where we ask 210 participants to interact with a prototypical voice shopping interface talking in different emotional tones and we measure their emotion and shopping behavior.

Results:
Listening tests confirmed very good quality of synthesized emotional speech. Experts recognized the emotion category with almost perfect accuracy of 98%, university students with 90% and crowd workers without any German skills still achieved an accuracy of 71%. The lab experiment shows that the tone of voice impacts participants’ valence and arousal which in turn impact their trust, product satisfaction, shop satisfaction and impulsiveness of buying.

Added Value:
In human-human-interaction, people often catch the emotion of other people. With the increasing use of voice assistants, the question arises whether people also catch the expressed emotion of voice assistants. Several studies manipulating voices found that the same social mechanisms prevalent in human-human-interactions also exist in human-computer-interactions. However, there is also research showing that people interact differently with computers than humans. For example, they are more likely to accept unfair offers by computers than by humans. Considering the contradicting evidence, this study aims to shed light on emotional contagion in the interaction between voice assistants and consumers. This is especially important since voice assistants may potentially reach and impact a huge number of consumers in contrast to one single human shop assistant.

THE COMBINATION OF BIG DATA AND ONLINE SURVEY DATA: DISPLAYING OF TRAIN UTILIZATION ON BAHN.DE AND ITS IMPLICATIONS

Authors: Krämer, Andreas (1,3); Reinhold, Christian (2)
Organisation: 1: University of Applied Sciences Europe, Germany 2: DB Fernverkehr AG, Germany 3: exeo Strategic Consulting AG, Germany

Relevance & Research Question:
In Germany, the utilization of trains in the long-distance traffic has risen in the last 10 years from about 44% [2008] to 55% [2018]. Further demand growth is stipulated by the German government for the coming years. The goal is to double the number of passengers by 2030. While demand has so far primarily been controlled by a Revenue Management system (saver fare and super saver fare), the question arises whether controlling and smoothing demand is also possible through non-price measures.

Methods & Data:
Based on forecast data, capacity utilization for each journey is estimated. Using these data, a display system was developed (4 icons), which provides customer information on the expected utilization of a single train connection on bahn.de. After a concept phase, qualitative research as well as A/B testing was performed. Finally, in April 2013, the display system was introduced on all major distribution channels. Recently, ticket buyers have been surveyed: here, one study focused on ticket buyers [Jan.-Oct 2019, n=10.000], the other study surveyed visitors of bahn.de who did not buy a train ticket (Oct. 2019, n=2.000).

Results:
By using a multi-source multi-method approach, there are clear and consistent indicators for several positive effects of the utilization forecast icons: first, there is a shift in demand towards less utilized trains (thus achieving the goal of demand smoothing), secondly, seat reservation quota is increased and thirdly, the information leads to a comfort improvement for the travelers. However, it can also be seen that in time windows with overall high train utilization, sometimes a loss of customers takes place.

Added Value:
On the one hand, the combination of big data, experimental design and online surveys generates the database for displaying icons (load forecast) at the same level as train connections and fares on bahn.de, while on the other hand, during the period of market introduction [as of May 2019], key information can be obtained leading to a 360-degree perspective, generating deep insights into the effects for Deutsche Bahn as well as for railway customers. Furthermore, starting points for optimizing the displayed icons are identified.
#REFRAMECONSUMERCONVERSATION

Authors: Wittmann, Eva; Livadic, Diana
Organisation: Ipsos, Germany

Relevance & Research Question: Historically, online research has been focused on getting respondents to answer prescriptive questions, based on the needs of the researchers/clients. However, consumers’ reality and expectations have changed: technology now provides them with multiple channels and devices to provide feedback, suggestions and commentary.

This is a change that impacts online research: we have more channels and more data points then ever to research consumer behavior, while at the same time, research is competing against many other platforms for the attention of consumers and their feedback.

As a result, we must adapt to new platforms and methodologies but also re-think the way we communicate with consumers. We will discuss how Market research agencies and researchers can adapt to this new challenge.

Methods & Data: We will show how traditional online research can be improved using a holistic combination of new technologies and multiple channels. We will combine use cases for new channels for interviewing, such as digital home assistants, and illustrate how we are using new data points, such as GPS data or emotional analysis through facial coding, in order to enrich our traditional online portfolio. We will also show limitations and barriers we have experienced.

Results: To futureproof online research methodology, we need to adapt in two ways: First, we need to be where our consumers are and adapt the ways we are interviewing accordingly. Ultimately we want to converse with consumers, rather than administer unilateral surveys. For example, digital home assistants open new ways to structure diaries.

Second, we must be respectful of consumers, by being more efficient and by adding more value to the time that they are willing to spend with us. Adding emotional aspects or passive measured data to our research can generate richer and more detailed insights, ideally with little or no impact on the respondent.

However, barriers [such as penetration rates, acceptance funnels] need to be addressed.

Added Value: This perspective will spark a conversation on how online methodology needs to evolve to provide relevant results in the future.

CAMPAIGNING AND SOCIAL MEDIA

CROSS-PLATFORM SOCIAL MEDIA CAMPAIGNING: COMPARING STRATEGIC POLITICAL MESSAGING ACROSS FACEBOOK AND TWITTER IN THE 2016 US ELECTION

Authors: Bossetta, Michael [1]; Stromer-Galley, Jennifer [2]; Hemsley, Jeff [2]
Organisation: 1: Lund University, Sweden
2: Syracuse University, United States of America

Relevance & Research Question: This study is the first in the American context to compare political candidates’ social media communication across multiple social media platforms. This topic is relevant, as the large majority of digital political communication studies only focus on one social media platform. We therefore ask two research questions:

RQ1: Do political campaigns broadcast the same messages across multiple social media accounts, or does campaign messaging differ depending on the platform?
RQ2: What explains the similarity or difference in political campaigning across social media platforms?

Methods & Data: We combine three types of computational analysis – fuzzy string matching, automated content analysis, and machine learning classification – to compare the Facebook and Twitter posts of Hillary Clinton and Donald Trump during the 2016 U.S. Election.

Results: Our results show a relatively high degree of content recycling across platforms. At the highest level, over 60% of Clinton’s Facebook posts were also present on Twitter, whereas approximately 1/4 of the Trump campaigns posts were recycled across the two platforms. We do, however, find key strategic differences relating to how this content was conveyed to electorate. Our machine learning algorithm categorized posts by topic issues and message type, and we found the latter to be a significant predictor of platform differentiation through chi-squared tests. That is, candidates promoted the same policy issues across platforms, but the strategic intent behind their messages differed. Most notably, the Clinton campaign messaged Hispanic audiences in Spanish solely on Facebook. The Trump campaign promoted livestreams predominantly on Facebook, while reserving Twitter for broadcasting information relating to mass media interviews.

Added Value: The added value of the study is two-fold. First, while the state-of-the-art suggests candidates use different platforms for different messaging, we find a relatively high degree of content recycling across platforms. Moreover, we go beyond the existing literature and uncover what explains differences in cross-platforms posts. It is not the policy content of messages, but rather the strategic motivations that campaigns perceive in light of the audiences on each social media platform.
NO NEED TO CONSTANTLY INNOVATE: INTERESTING LESSONS FROM TWO ELECTION CAMPAIGNS WITHIN A YEAR

Authors: Ariel, Yaron; Weimann-Saks, Dana; Elishar Malka, Vered
Organisation: Academic College of Emek Yezreel, Israel

Relevance and Research Question: During more then a decade now, political candidates have been using central social networks as their leading platforms in election campaigns, constantly trying to improve their performance and enhance their influence over potential voters. In 2019 only, Israel has seen two general elections. Comparing patterns of online platforms' political usage between these two campaigns reveals some surprising changes: within a few months, innovative components that were used in the first election campaign were abandoned in the second (e.g. using live television broadcasts on candidates' Facebook accounts). Could these changes indicate a broader phenomenon? Can we detect evidence of a decline in exposure to innovative platforms already in the first campaign?

Methods & Data: Four consecutive surveys were passed during the last month before the first 2019 Israeli general elections, with 520-542 respondents participating in each. The samples represented the Israeli voters' population and were transmitted via an online panel to match the actual distribution of the population. The questionnaire included 50 questions on voting trends, news exposure patterns, and political content exposure in traditional and new media, most of them on a Likert scale.

Results: A One-Way Analysis of Variance was conducted to examine overall exposure to online political content. No significant difference was found at the four-time points examined \( F[3, 2153] = 0.271, p > 0.05 \). More specifically, a Kruskal-Wallis test was performed to examine whether there was a statistically significant difference in the use of various social media applications. There were no significant differences in the consumption of Facebook, Twitter, and Telegram apps; however, a change in exposure to political content was detected on Instagram \( [\text{Kruskal-Wallis} H = 9.42, df=3, p < 0.05] \) with decreased of the mean rank score.

Added Value: The findings of the current study suggest that politicians' attempts to be innovative in online media are not necessarily effective. Despite politicians' efforts, there is no detectable increase in exposure to new platforms as Election Day approaches.

PUSH2WEB AND MIXED MODE

PUSH-TO-WEB MODE TRIAL FOR THE CHILDCARE AND EARLY YEARS SURVEY OF PARENTS

Authors: Huskinson, Tom; Pantelidou, Galini
Organisation: Ipsos MORI, United Kingdom

Relevance & Research Question: The Department for Education (in England) sought to understand whether survey estimates for the Childcare and early years survey of parents (CEYSP), a random probability face-to-face survey of around 6,000 parents per year, and an Official Statistic, could be collected using a push-to-web methodology.

Methods & Data: The face-to-face questionnaire was adapted to follow “Mobile First” principles, using cognitive and usability testing with parents. Three features of the push-to-web survey were experimentally manipulated to explore the optimal design: incentivisation (a £5 gift voucher conditional on completion, vs a tote bag enclosed in the invitation mailing, vs no incentive), provision of a leaflet in the invitation mailing (leaflet, vs no leaflet); and survey length (15 vs 20 minutes).

Survey materials were designed following the Tailored Design Method, using an invitation letter, a reminder letter, and a final reminder postcard.

Results: The overall response rate to the push-to-web survey was 15.2%, which compares with 50.9% for the most recent face-to-face CEYSP. Of the three experimental treatments, only incentivisation had a significant impact on response: the tote bag increased the response rate by 4.4 percentage points vs no incentive, and the £5 gift voucher increased the response rate by 3.3 percentage points vs no incentive.
A comparison of the responding push-to-web sample profile against that of the most recent face-to-face survey found the push-to-web sample to be biased in certain ways. Parents responding to the push-to-web survey were more highly educated, with higher incomes and levels of employment, lived more often in couple (vs lone parent) families, and lived in less deprived areas of the country. The offer of a £5 gift voucher tended to reduce these biases, whereas the provision of the tote bag tended to exacerbate these biases.

Despite these biases, the push-to-web survey produced similar estimates to the most recent face-to-face survey for certain simple, factual questions. However, greater differences arose for questions relating to parents’ attitudes and intentions.

Added Value:
The survey contributes to our understanding of expected response rates to Government-sponsored push-to-web surveys, and the extent and nature of non-response bias in such surveys.

INVESTIGATING WAYS TO TRANSITION THE CRIME SURVEY FOR ENGLAND AND WALES ONLINE: QUESTIO- NNAIRE DESIGN CHALLENGES

Authors: McGee, Alice; Hamlyn, Becky
Organisation: Kantar, United Kingdom

Relevance & Research Question:
The UK Office for National Statistics (ONS) is investigating moving its household surveys (traditionally interviewer-led) to multi-mode data collection. As part of this, Kantar worked with ONS to explore the feasibility of transitioning the Crime Survey for England and Wales questionnaire from an interviewer-administered to a mixed-mode instrument which can be self-completed online.

In this paper, we will share our experiences of re-developing the survey questions for mixed-mode administration, focusing on the development of specific questionnaire features which are expected to have a wider application outside of the Crime Survey.

Methods & Data:
The Crime Survey questionnaire is exceptionally complex and relies on trained interviewers to accurately record and count crimes. Although the survey has evolved over time, at its core, the method by which crimes are measured and counted has remained unchanged. This is both a strength and weakness of the Crime Survey. While continuity has allowed robust tracking of trends over time, there has been little scope to improve or update questions.

This extensive development project involved 100 depth interviews, using cognitive and usability testing to iteratively test and refine a new approach to collecting complex crime count data on a range of devices including smartphones.

Results:
Although there are clear risks to the time series, a movement to online surveying creates opportunities to make the questionnaire more streamlined, tailored and user-focused. We will outline four key principles we adopted in transitioning the Crime Survey questionnaire online: 1) our approach to simplifying and streamlining complex questions; 2) creating a more tailored respondent experience by adapting order and flow; 3) simplifying questions to suit online presentation and improve engagement; and 4) improving the accuracy and usability of collecting detailed verbatim crime descriptions.

Added Value:
The paper will finally put forward a set of recommendations for best practice when designing or transitioning complex questions for online and smartphone self-completion, and we will discuss our thoughts going forward for further innovation in this space.

USING RESPONSIVE SURVEY DESIGN TO IMPLEMENT A PROBABILITY-BASED SELF-ADMINISTERED MIXED-MODE SURVEY IN GERMANY

Authors: Guummer, Tobias; Christmann, Pablo; Verhoeven, Sascha; Wolf, Christof
Organisation: GESIS Leibniz Institute for the Social Sciences, Germany

Relevance & Research Question:
Due to rising nonresponse rates and costs, self-administered modes seem a viable alternative to traditional survey modes. However, when planning such a survey in Germany, we identified a lack of evidence on effective incentive strategies and mode choice sequence. Setting up adequate pre-testing was not viable due its costs.

Responsive survey designs (RSD) promise a solution by collecting data across multiple phases. Knowledge gained in prior phases of a survey is used to adjust the survey design in later phases to optimize outcomes and efficiency. Yet, there is a research gap on practical applications of RSD and especially on whether RSD outperform the use of static design (SD) that does not adjust. We address this research gap by comparing outcomes and costs between a RSD and several SDs.

Methods & Data:
We drew on a self-administered mixed-mode survey with a RSD that was conducted as part of the German EVS (N=3,200). In the first phase, incentives (€5 prepaid vs. 10 € postpaid) and mode choice sequence (sequential vs. simultaneous) were experimentally varied (2x2). In the second phase, the survey was conducted in the best performing design (€5 prepaid, simultaneous). Our probability sample was randomized across phases and experimental groups. Based on the experiments, we calculated what response rates, risk of nonresponse bias, and survey costs would have been when using SDs instead of a RSD.

Results:
Our RSD helped mitigate risks of design decisions: response rate was 10%-points higher and survey costs 13%-points lower compared to the worst SDs. However, because the RSD included four experimental groups that varied in outcomes it did not outperform all SDs. The RSD’s response rate was 4%-points lower and its costs 2%-points higher compared to the best SDs.

Added Value:
Our study adds to the sparse knowledge about the feasibility of running RSDs in practice. We show how RSD can be used to conduct a survey under uncertain outcome conditions. Moreover, we highlight that RSDs are faced with an optimizing problem when keeping the learning phases as small as possible but large enough to gain insights.
THE FEASIBILITY OF MOVING POSTAL TO PUSH-TO-WEB: LOOKING AT THE IMPACT ON RESPONSE RATE, NON-RESPONSE BIAS AND COMPARABILITY

Authors: Thomas, Laura; Irvin, Eileen; Barry, Joanna
Organisation: Ipsos MORI, United Kingdom

Relevance & Research Question: In response to declining survey response rates and a focus on increasing inclusivity, the push-to-web mixed-mode methodology is emerging as a high-quality alternative to postal surveys. Through the NHS Adult Inpatient Survey, part of the English NHS Patient Survey Programme owned by the Care Quality Commission, we are conducting a pilot testing the feasibility of moving a postal (paper-only) survey online through push-to-web methods, and the impact on non-response bias. The pilot will provide insight about the comparability of these methods, through testing a classic postal survey approach alongside a sequential push-to-web, mixed-mode approach (involving paper and SMS reminders).

Methods & Data: Through the NHS Adult Inpatient Survey, a sample of eligible patients were invited to take part in a non-incentivised survey. Patients were randomly assigned to one of three conditions:

1. Control group (n = 5,221) receive three paper mailings with questionnaires included, as in the current survey design.
2. Experimental group 1 (n = 3,480) receive four paper mailings (with a paper questionnaire included in the third and fourth mailings), and an SMS reminder after each mailing without a paper questionnaire.
3. Experimental group 2 (n = 3,480) receive four paper mailings (with a paper questionnaire included only in the third mailing), and an SMS reminder after each mailing without a paper questionnaire.

Analysis will review overall response rate, percentage completing online, representativeness by key demographic groups and responses to key survey questions for each group. This will provide insight into the cost implications and feasibility of maintaining trends following a move to mixed-methods.

Results: Fieldwork is ongoing and final results will be available in January 2020. However, preliminary results are encouraging and suggest relatively similar response rates between the control and the experiment groups.

Added Value: Although previous studies have shown the effectiveness of push-to-web approaches, this pilot provides direct comparability between a non-incentivised, multi-mode contact, push-to-web approach and a classic postal approach on a large-scale survey. The pilot will also provide insight into the feasibility of moving a paper survey online and consider the potential impact on trends and cost effectiveness.

NEW TYPES OF DATA

UNLOCKING NEW TECHNOLOGY – 360-DEGREE IMAGES IN MARKET RESEARCH

Author: Wittmann, Evamaria
Organisation: Ipsos, Germany

Relevance and Research Question: Using 360-degree images in research studies presents a lot of benefits for researchers, clients, as well as consumers: it allows us to present more realistic concepts and products for evaluation – and it gives respondents the ability to examine products and concepts in more detail, and in a more realistic context, and thus hopefully increase respondent engagement.

Methods & Data: In an experimental design, we compared the responses and behavior of respondent being exposed to traditional images (i.e. static/front-facing) vs. 360-degree concepts (N=600 completes). We focused on engagement metrics [direct engagement and passive in survey measures] and measured the possible impact of 360-degree images on the overall survey data.

Results: We will show that unsurprisingly, respondents showed a positive reaction on the new way of displaying concepts / products; in particular, we will highlight how engagement measures increased. We will also discuss the impact on data we observed, and we will present our recommendations on whether or not to believe replacing traditional images with 360-degree images would impact benchmarks or trends.

Added Value: This research is examining the impact of the new 360-degree technology on survey data and gives an outlook on how it can be adapted to serve market research needs.

A NEW EXPERIMENT ON THE USE OF IMAGES TO ANSWER WEB SURVEY QUESTIONS

Authors: Bosch, Oriol J. (1,2); Revilla, Melanie (2); Qureshi, Daniel (3); Höhne, Jan Karem (3,2)
Organisation: 1: London School of Economics and Political Science, United Kingdom
2: Universitat Pompeu Fabra, Spain
3: University of Mannheim, Germany

Relevance & Research Question: Taking and uploading images may provide richer and more objective information than text-based answers to open-ended survey questions. Thus, recent research started to explore the use of images to answer web survey questions. However, very little is known yet about
the use of images to answer web survey questions and its impact on four aspects: break-off, item nonresponse, completion time, and question evaluation. Besides, no research has explored the effect of adding a specific motivational message encouraging participants to upload images, nor of the device used to participate, on these four aspects. This study addresses three research questions: 1. What is the effect of answering web survey questions with images instead of text on these four aspects? 2. What is the effect of including a motivational message on these four aspects? 3. How PCs and smartphones differ on these four aspects?

Methods & Data: We conducted a web survey experiment (N = 3,043) in Germany using an opt-in access online panel. Our target population was the general German population aged between 18-70 years living in Germany. Half of the sample was required to answer with smartphones and the other half with PCs. Within each device group, respondents were randomly assigned to 1) a control group answering open-ended questions with text, 2) a first treatment group answering open-ended questions with images, and 3) a second treatment group answering with images but prompted with a motivational message.

Results: Overall, results show higher break-off and item nonresponse rates, as well as lower question evaluation for participants answering with images. Motivational messages slightly reduce item nonresponse. Finally, participants completing the survey with a PC present lower break-off rates but higher item nonresponse.

Added Value: To our knowledge, this is the first study that experimentally investigates the impact on break-off, item nonresponse, completion time, and question evaluation of asking respondents to answer open-ended questions with images instead of text. We also go one step further by exploring 1) how motivational messages may improve respondent’s engagement with the survey and 2) the effect of the device used to answer on these four aspects.

DATA PRIVACY CONCERNS AS A SOURCE OF RESISTANCE TO PARTICIPATE IN SURVEYS USING A SMARTPHONE APP

Authors: Roberts, Caroline (1,2); Herzing, Jessica (1,2); Gatica-Perez, Daniel (3,4)
Organisation: 1: University of Lausanne, Switzerland
2: FOS, Switzerland
3: EPFL, Switzerland
4: Idiap Research Institute, Switzerland

Relevance & Research Question: Early studies investigating willingness to participate in surveys involving smartphone data collection apps – and particularly, to consent to passive data collection – have identified concerns relating to data privacy and the security of shared personal data as an important explanatory variable. This raises important practical and theoretical challenges for survey methodologists about how best to design app-based studies in a way that fosters trust and the implications for data quality. We address the following research questions: 1) How do data privacy concerns vary among population subgroups, and as a function of internet and smartphone usage habits? 2) To what extent do expressed data privacy concerns predict stated and actual willingness to participate in an app-based survey involving passive data collection?

Methods & Data: The data were collected in an experiment embedded in a three-wave probability-based, general population election study conducted in Switzerland in 2019. At wave 1, half the sample was assigned to an app-based survey, and the other half to a browser-based survey; at wave 2, the browser-based respondents were invited to switch to the app. At wave 1, respondents in both groups were asked about their attitudes to sharing different types of data and about their data privacy and security concerns. The quantitative findings are complemented with findings from user experience research.

Results: Consistent with other studies, preliminary results show statistical differences in levels of concern about data privacy and the degree of comfort sharing different data types across subgroups (e.g. based on age, sex and response device) and confirm that privacy concerns are an important predictor of actual participation in a survey using an app.

Added Value: Given the often weak relationship between attitudes and behaviours, and the apparent paradox between privacy attitudes and actual online data sharing behaviours, the possibility to assess how data privacy concerns affect actual participation in an app-based study of the general population is of great value. We propose avenues for future research seeking to reduce public resistance to participate in smartphone surveys involving both active and passive data collection.
touched the own body or hair) implying insecurity, or asymmetric body posture representing fragility. Typical male body poses include the upper body facing the camera square to show strength, or a view aimed into the distance signifying pensiveness.

Added Value:
The (self)-portrayal of women and men has been an active field of research across various disciplines including sociology, psychology and media studies, but has usually been analyzed by qualitative means using small, manually labeled data sets. We provide an automated approach that allows for a quantitative measurement of gender role attitudes within pictures by examining gender portrayal via body poses. Our results contribute to a better understanding of online/social media gender reproduction mechanisms.

ETHNIC PERSPECTIVE IN E-GOVERNMENT USE AND TRUST IN GOVERNMENT: A TEST OF SOCIAL INEQUALITY APPROACHES

Author: Rosenberg, Dennis
Organisation: University of Haifa, Israel

Relevance & Research Question:
Studies in the field of digital government have established the existence of a two-way association between e-government use and trust in government. Yet to date, no study has examined the interactive effect of ethnic affiliation and e-government use on trust in government or the interactive effect of ethnic belonging and trust in government on e-government use. The current study investigated these effects by means of social inequality approaches outlined in Internet sociology studies.

Methods & Data:
This study has used the data from the 2017 Israel Social Survey. The findings were received from the multivariate categorical (logistic and ordinal) regression models.

Results:
The study found that Arabs from small localities with varying levels of trust in government (except for those with the highest level) are less likely to use e-government than Israeli Jews with the same levels of trust, yet they are more likely than Israeli Jews to have some degree of trust in government. Arabs from large localities differ from Israeli Jews in terms of e-government use only when they have some degree of trust in government, but they do not differ from Israeli Jews regarding the trust itself. Except for variations in predicted probabilities, no differences were found between the two Arab groups with respect to either of the criteria.

Added Value:
The results provide support for the social stratification approach and in general provide justification for treating disadvantaged minorities according to the size of their residential localities.

PRACTICING CITIZENSHIP AND DELIBERATION ONLINE THE SOCIO-POLITICAL DYNAMIC OF CLOSED WOMEN’S GROUPS ON FACEBOOK

Authors: Elishar-Maika, Vered; Ariel, Yaron; Weimann-Saks, Dana
Organisation: Yezeitel Valley College, Israel

Relevance & Research Question:
The importance of deliberative processes to democracy has been studied for a long time now. As people discuss actual issues, share ideas, and try to change their minds in a friendly, open-minded environment, they become active, aware citizens. The flourishing of Social networking sites has encouraged scholars to examine their potential contribution to deliberative processes, as they enable an abundance of opportunities to deliberate. The current study has examined the inner dynamic of closed Israeli women’s groups. A quantitative content analysis was conducted [coders reliability = 0.73] to examine 1070 random posts and analysis of the profile of the original post contributors (including some indicators that measured the posts’ entire threads) that were written during December 2017-January 2018. All posts derive from a large and well-known closed Israeli women’s group on Facebook [with over 100,000 members]. On Facebook to identify deliberative processes among them.

Results:
An overwhelming majority of posts (89%) included dialogical elements. Furthermore, in most (94%) of the posts, authors’ names, profile pictures, and Facebook’s full profile were overt. A positive correlation was found between the level of personal exposure and the depth of discourse that followed the user’s initial post (r = .214, p < .001). Although most popular topics of the posts were health (15%), motherhood (13%), relationships with partners (12%), and sexuality (9%), many posts were dedicated to political issues. In these posts, group members were freely discussing actual-political issues in a non-judgmental environment, opening themselves to other ideas and points of view.

Added Value:
This study highlights the vital role that closed women’s groups on Facebook may play in their members’ lives, not only in social and psychological aspects, but also in the sense of practicing deliberative interactions, and therefore strengthening the vital sense of being empowered citizens.

DEEPER UNDERSTANDING WITH PREDICTIVE ANALYTICS

OPINION ANALYSIS USING AI: LIVE DEMO

Authors: Erner, François; Bonnay, Denis
Organisation: respondi SAS, France

Relevance & Research Question:
As a way to reduce survey length, or even to replace surveys, we have been involved in passive data [web navigation] collection for a couple of years. Passive data is relevant to the description of online behaviour, but declarative data is still needed to interpret and explain behavior; as
one could hope to directly infer individual attitudes from internet behavior. Due to the recent advances in natural language, such automated analysis of contents and attitudes is no longer an elusive dream. As an experiment, we have thus used BERT [Google’s deep learning based language model] and further proprietary deep learning techniques in order to try and analyze opinions, based on online media consumption.

More precisely, is it possible to instantly, without asking anything, combine passive data and BERT and get a deep understanding of the audience of any website? For example, is it possible to get the specific attitude of visitors to Audi.com towards ecology? Our talk will be based on the presentation of a prototype of an online tool/dashboard. Its objective will be to share the promises and the challenges of this usage of AI.

Methods & Data:
The data we use is based on 7000 respondents [from France, Germany, UK] who agreed to install a tracking software. For 347 days on average, we continuously collected the navigation data [urls visited and / or apps used] for each of them. Data is analyzed via BERT properly trained. Realtime visualisation of the results powered by Tableau.

Results:
The quality of results relies on the ability of our neutral network to accurately categorize words in a consistent semantic field. Some results are pretty impressive: without having been trained on these particular fields, "Ronaldo" is associated to football and "parenting" is related to family life. But some are disappointing: "psoriasis" is associated to medicine in general [not even to dermatology only]. We will discuss these results and will try to explain them.

Added Value:
It is a work in progress, at this stage, the main benefit is to present and discuss concrete applications of AI in market research.

USING GOOGLE TO LOOK INTO THE FUTURE

Author: Kneer, Raphael
Organisation: Swarm Market Research AI GmbH, Germany

We were wondering: If we find out, how many people have been looking for a specific thing [or basically just words] on the internet in the past, would we be able to calculate their interest in the future, too?

The use of Artificial Intelligence in combination with existing technologies has been repeatedly discussed lately. We were interested in combining AI with traditional trend research and developed Pythia, a tool which forecasts culture and consumer trends. How? By examining Google search data and other sources on new trends, evaluating and structuring them individually. The neural networks analyze huge amounts of data and are trained on search data from the past decade. The trend research tool was created to obtain insights that could be used to find new products, improve them and present them more effectively to have a positive impact on product development by using trend forecasts. We know what you will be needing to sell and how to interact with your customer in the future.

As of today, Pythia can forecast the latest culture and consumer trends of the next 18 months with 95 percent probability in over 50 countries.

The results and experiences with cooperating companies have supported our initial goal to successfully AI with traditional trend research. In an early cooperation with our Co-Founder Rossmann, Pythia suggested "CBD", "Ingwer Shots" and many more trending topics in Germany. CBD products have been strong performers in their online shop ever since. The tool also proved to be useful for enhancing polls: 10 days prior to the election of the SPD federal chairman, Pythia predicted the correct result.

Want to know what’s going to happen within your business? Ask Pythia.
USING SURVEY DESIGN TO ENCOURAGE HONESTY IN ONLINE SURVEYS

Authors: Wigmore, Steve; Puleston, Jon
Organisation: Kantar, United Kingdom

Relevance & Research Question:
There can be multiple reasons why data collected in online surveys may differ from the "truth". Surveys which do not collect data from smartphones for example will include bias from a skewed sample that does not reflect the modern world. The way that individual questions are asked may be subject to inherent biases and some respondents may find survey experience itself frustrating or confusing which will impact their willingness to answer truthfully.

Methods & Data:
This paper will discuss key psychological motivations for respondents to answer surveys truthfully even when this requires them to make more of an effort for the same financial incentive. What drives individuals to tell the truth and how can survey design help to reward such honesty. We will look at number of questioning techniques that reflect real-life decision making and make it easier to for respondents to answer truthfully. Conversely, we will also examine methods for validating data to reduce overclaim from aspirational respondents.

Results:
By conducting a number of research-on-research surveys on the Kantar panel we have seen the direct impact of asking questions across a range of subjects and countries to encourage honesty in data collection and also to validate or trap respondents who are prepared to answer dishonestly. We will present the results of this research and provide some key learnings which can be used directly in online questionnaires.

Added Value:
Many research companies and end-clients use the results of online research as an import part of their insight generation process or tracking studies. By using the techniques that will be presented in this paper they should be assured that we will be collecting higher quality and more honesty respondents from more engaged respondents. This is something that we would encourage anyone involved in the design of online surveys to take some consideration of.

PERSONALITY, SURVEY SATISFICING, AND SURVEY MODE

Authors: Sturgis, Patrick [1]; Schober, Michael [2]; Brunton-Smith, Ian [3]
Organisation: 1: London School of Economics, United Kingdom
2: The New School for Social Research, USA
3: The University of Surrey, United Kingdom

Relevance & Research Question:
Survey researchers have long known that some respondents provide poorer quality responses to questionnaires than others, as evidenced through empirical indicators like rates of item nonresponse, Don’t Knows, mid-points, and a lack of differentiation across adjacent questions. The theory of survey satisficing (Krosnick, 1991) has been advanced to explain individual differences in the propensity to manifest these kinds of sub-optimal responses: respondents pursue strategies to minimise the cognitive costs of answering survey questions and, in doing so, provide acceptable rather than optimal answers. Furthermore, the propensity to satisfice can be explained by a function of three features of the response context: the difficulty of the task and the ability and motivation of the respondent. In short, satisficing is more likely when a question is difficult to answer and the respondent is of lower cognitive ability and weakly motivated (Robertss and Allum, 2018). In this paper, we explore a potentially important gap in our understanding of the causes of satisficing response-styles: personality.

METHODS & DATA:
We ask whether respondents who score high on the conscientiousness and agreeableness dimensions of the Big Five personality inventory are less likely to exhibit satisficing behaviours such as straightlining, mid-point, and Don’t Know responding. We also assess whether associations between personality and satisficing response styles are consistent across face-to-face and online survey modes.

Results:
We find significant effects of personality on the propensity to exhibit satisficing in both modes. Mostly, these effects accord with theoretical expectation. We also find evidence that conscientiousness is more predictive of satisficing in the online context, while the influence of agreeableness predominates in the interviewer administered mode.

Added Value:
Our paper adds value by comparing measurement properties of surveys conducted online with more traditional interviewer administered modes, demonstrating how the interpersonal dynamics of the latter implies different incentives for respondents compared to the former.

SMARTPHONES IN SURVEYS

EFFECTS OF MOBILE ASSESSMENT DESIGNS ON PARTICIPATION AND COMPLIANCE: EXPERIMENTAL AND META-ANALYTIC EVIDENCE

Authors: Richter, David [1]; Wrzus, Cornelia [2]
Organisation: 1: DIW Berlin, Germany
2: University of Heidelberg, Germany

When conducting mobile-phone based assessment in people’s daily life, researchers need to know how design characteristics [e.g., study duration, sampling frequency] affect selectivity and compliance, that is, who will participate in the study and provide how much information. We addressed the issue of selectivity in the Innovation Sample of the Socio-Economic Panel, who were invited to participate in an ESM study on happiness, and were either offered only feedback in 2015 or feedback and monetary reimbursement in 2016. Participation increased from 7% in 2015 to 36% when receiving feedback and monetary reimbursement, and compliance was much higher as well [29% in 2015 vs. 86% in 2016]. Furthermore, participants differed from non-participants regarding age and gender, but negligibly regarding personality characteristics. To further examine design effects on participants’ compliance, we conducted a meta-analysis on ESM studies from 1987 to 2018, from which we coded a random subsample of 402 studies regarding sample characteristics, study design [e.g., study duration, sampling type and frequency, sensor usage], type of incentives, as well as compliance and drop out. Initial results showed that associations between design characteristics and compliance varied with sample type and type of incentive. For example, in adolescent and young adult samples, compliance was non-linearly related to number of assessments, whereas in adult samples compliance was larger with larger numbers of assessments. Providing incentives to participants, especially monetary incentives, predicted higher compliance rates compared to no incentivizing, except in physically-ill samples. This latter effect is likely attributable to high intrinsic motivation to provide information among participants dealing with chronic and other illnesses. We thus conclude that both the study design and the incentive should be adapted to the intended sample and we offer first empirical findings to guide these decisions.
USING GEOFENCES TO TRIGGER SURVEYS IN AN APP

Authors: Haas, Georg-Christoph [1,2]; Trappmann, Mark [1,4]; Keusch, Florian [2]; Bähr, Sebastian [1]; Kreuter, Frauke [1,2,3]
Organisation:
1: Institut für Arbeitsmarkt- & Berufsforschung der Bundesagentur für Arbeit (IAB), Germany
2: University of Mannheim, Germany
3: University of Maryland, USA
4: University of Bamberg, Germany

Relevance & Research Question:
Within the survey context, geofences can be defined as geographical spaces that trigger a survey invitation, when an individual enters, leaves, or stays within this geographical space for a prespecified amount of time. Geofences may be used to administer context specific surveys, e.g., an evaluation survey of a shopping experience in a specific retail location. While geofencing is already used in other contexts [e.g., marketing and retail], this technology seems so far underutilized in survey research. In this talk, we will share our experiences with the implementation of geofences within an app data collection study. Given the limited research on this topic, we will answer the following exploratory research questions: How well did the geofencing approach work? What are the reasons for geofencing to fail?

Methods & Data:
In 2018, we invited participants of the PASS panel survey to download the IAB-SMART app. The app passively collected smartphone sensor data [e.g., geolocation, app usage and location] and administered short surveys. Overall, 687 individuals installed the app. While most in-app surveys were triggered by a predefined time schedule, one survey module was triggered by a geofence. To define geofences and trigger survey invitations our app used the Google Geofence API.

Results:
Overall, the app sent 230 invitations and received 225 responses from 104 participants. However, only 56 of the 225 responses stated that they actually accessed the geofence. Cross-validating the Google Geofence API survey triggers with our custom built geolocation measurement in the app shows frequent mismatches between the two. Our data indicates that in many cases individuals should not have received a survey invitation because they were actually not in the specified geofence.

Added Value:
Existing literature about geofencing [largely consisting of Youtube videos and short blog posts] only provides a short introduction to this technology and virtually no use of geofencing is documented in survey research. Our presentation evaluates the reliability of geofences, shares lessons learned, and discusses limitations of the geofencing approach to a broader audience.

MOBILE FRIENDLY DESIGN IN WEB SURVEY: INCREASING USER CONVENIENCE OR ADDITIONAL ERROR SOURCES?

Authors: Decieux, Jean Philippe [1]; Sischka, Philipp Emanuel [2]
Organisation:
1: University of Duisburg-Essen, Germany
2: University of Luxembourg, Luxembourg

Relevance:
At the beginning of the era of online surveys, these were programmed to be answered using desktop PCs or notebooks. However, due to technical development such as the increasing role of mobile devices, studies on online survey research detect an increase of questionnaires that are answered on mobile devices (md). However, survey navigation on md is different compared to PC: it takes place on a smaller screen and usually involves a touch pad rather than a mouse and a keyboard. Due to these differences in questionnaire navigation, some of the traditional used web question formats are no longer convenient to be answered on a md. The most common formats are matrix questions. To deal with this development, so called mobile-friendly or responsive-designs were developed, which change the layout of specific questions that are not convenient on a md into an alternative mobile-friendly-design. In case of matrixes, these were separated into item-by-item questions which are suggested to be more comfortable to answer on a mobile device.

Research Question:
However, from a psychometric perspective the question whether these changes in question format produce comparable results is too often ignored. Therefore, this paper elucidates the following research question: Do different versions of responsive-designs actually produce equivalent response?

Methods & Data:
Using the data of the first two waves of the Germ and Emigration Remigration Panel study we can base our analysis on more than 19,000 cases (approx. 7,000 using different md). As GERPS makes use of a responsive design, we are able to investigate measurement invariance between different md and desktop device groups.

Results:
As the data management is still in progress and will be finished in the end of October, we will be able to present first-hand information based on fresh data. However, first initial analyses reveal differences between md and desktop device versions.

Added Value:
Our study is one of the first that elucidates the equivalence of responsive design options. Thus, it enhances the perspective on the existence of possible new biases and error sources due to the increased use of md within web surveys.

AUTHORITARIAN-PROOFING MEASUREMENT OF PUBLIC OPINION: RUSSIAN ATTITUDES AND SEARCH ENGINE DATA

Author: Buckley, Noah
Organisation: Trinity College Dublin, Ireland

Relevance & Research Question:
It is important to understand public opinion and attitudes in authoritarian regimes just as it is in democratic ones. Autocracies’ opacity and their unresponsiveness to electoral mechanisms mean that public opinion in such regimes can be particularly difficult to measure as well as quickly shifting. This motivates a need for estimates of authoritarian public opinion that are a) more fine-grained in time and geography than are currently available, b) not subject to blackout if typical sources are disrupted, and c) resistant to meddling by the regime.
here is a general one that can incorporate various types of data. It allows for the study of political contexts subject to data manipulation. The approach used here is a general one that can incorporate various types of data.

Added Value:
This represents an advance for scholars studying authoritarian regimes as well as a potential improvement in data availability for hard-to-study contexts subject to data manipulation. The approach used here is a general one that can incorporate various types of data.

ASSESSING THE EFFECTS OF ONLINE POLITICAL ACTIVITY AND PARTY IDENTIFICATION ON SOCIAL MEDIA BEHAVIOR – A POPULATION-LEVEL STUDY OF FINLAND

Methods & Data:
I introduce a proof of concept that combines traditional public opinion surveys and multilevel regression and poststratification, new search engine data from Yandex, and machine learning to alleviate these challenges to assessing attitudes in autocracies.

Results:
I combine surveys from Levada and other sources with search engine data from Yandex to produce estimates of Russian public opinion that are superior in these regards to those available previously. I find that this data and approach can effectively complement and robustify measurement of public opinion at the subnational, monthly level in an authoritarian regime.

Added Value:
This represents an advance for scholars studying authoritarian regimes as well as a potential improvement in data availability for hard-to-study contexts subject to data manipulation. The approach used here is a general one that can incorporate various types of data.

DATA PRIVACY AND PUBLIC DATA: NEW THEORY AND EMPirical EVIDENCE

Author: Biddle, Nicholas
Organisation: Australian National University, Australia

Relevance & Research Question:
Attitudes towards data privacy, either with regards to one's own data or data more broadly, has the potential to be one of the major factors in the functioning of commercial markets and the effective operation of government and public policy. However, there are legitimate concerns about that data being used in ways that lead to negative outcomes for us as individuals, for groups that we identify with, or for society more broadly. Governments are continuously attempting to balance those costs and benefits, and commercial organisations need to be wary of losing their social licence with regards to data. Public attitudes towards data privacy and data governance is a key input into this balancing, and there is a growing social science literature on how these attitudes are shaped, how they vary between and within populations, and the impact they have on decision making. This paper consolidates existing literature and presents new empirical research (observational and experimental) with the aim of developing a theoretical model of data privacy. This predictive model builds on the behavioural economics literature and combines elements of risk, trust, perceived benefits, perceived costs, and behavioural biases.

Methods & Data:
The new data presented in this paper is based on a series of survey questions (experimental and attitudinal) fielded on the Life in Australia panel. Primary data collection is supported by analysis of survey data from comparable jurisdictions (primarily New Zealand, the US and Europe).

Results:
The main finding is that the model is shown to predict behaviour with regards to data linkage consent, public health data, and the consumer data right/open banking legislative reforms. Specifically, we show the importance of trust in government, the interaction that trust has with risk preference, the complicated impact of framing, and the importance of issue salience. We also demonstrate the instability of preferences through time.

Added Value:
While primarily based on Australian data, this is the first theoretical model of data privacy that [a] built on experimental data from a representative panel [b] utilises behavioural insights and biases and [c] is shown to predict actual behaviour.
PANELS AND DATA QUALITY

EVALUATING DATA QUALITY IN THE UK PROBABILITY-BASED ONLINE PANEL

Authors: Maslovskaya, Olga [1]; Durrant, Gabi [1]; Jessop, Curtis [2]
Organisation: 1: University of Southampton, United Kingdom
2: NatCen Social Research, United Kingdom

Relevance & Research Question:
We live in a digital age with high levels of use of technologies. Surveys have also started adopting technologies for data collection. There is a move towards online data collection across the world due to falling response rates and pressure to reduce survey costs. Evidence is needed to demonstrate that the online data collection strategy will work and produce reliable data which can be confidently used for policy decisions. No research has been conducted so far to assess data quality in the UK NatCen probability-based online panel. This paper is timely and fills this gap in knowledge. This paper aims to compare data quality in NatCen probability-based online panel and non-probability-based panels [YouGov, Populus and Panelbase]. It also compares NatCen online panel to the British Social Attitude (BSA) probability-based survey on the back of which NatCen panel was created and which collects data using face-to-face interviews.

Methods & Data:
The following surveys are used for the analysis: NatCen online panel, BSA Wave 18 data as well as data from YouGov, Populus and Panelbase non-probability-based online panels.

Various absolute and relative measures of differences will be used for the analysis such as mean average difference and Duncan dissimilarity index among others. This analysis will help us to investigate how sample quality might impact on differences in point estimates between probability and non-probability samples.

Results:
The preliminary results suggest that there are differences in point estimates between probability- and non-probability-based samples.

Added Value:
This paper compares data quality between "gold standard" probability-based survey which collects data using face-to-face interviewing, probability-based online panel and non-probability-based online panels. Recommendations will be provided for future waves of data collection and new probability-based as well as non-probability-based online panels.

BUILDING 'PUBLIC VOICE', A NEW RANDOM SAMPLE PANEL IN THE UK

Author: Williams, Joel
Organisation: Kantar, United Kingdom

Relevance & Research Question:
The purpose of this paper is to describe the building of a new random sample mixed-mode panel in the UK ['Public Voice'], focusing on its various design features and how each component influenced the final composition of the panel.

Methods & Data:
The Public Voice panel has been built via a combination of two recruitment methods: [i] face-to-face interviewing, and [ii] web/paper surveying. So far as possible, measurement methods have been unified, including the use of a self-completion section within the face-to-face interview for collecting initial opinion and [potentially] sensitive data. The same address sample frame was used for both methods. For this initial phase, the objective was to recruit to the panel c.2,400 individuals, split evenly by method.

Results:
The response rates to the two recruitment survey methods were aligned with expectations [c.40% for the interview survey, c.8% for the web/paper survey] as were the observable biases. Presenting the panel up front [an experimental manipulation] did not lower the web/paper recruitment survey response rate compared to introducing it at the end of the survey. Respondent agreement to join the panel was much higher than expected in the web/paper survey [c.90%]. Contact details were of generally high quality in the face-to-face and web modes but less so in the paper mode.

Added Value:
This paper adds to the evidence base for what works when building survey panels with a probabilistic sample base. In particular, the use of a dual-design recruitment method is novel.

PREDICTORS OF MODE CHOICE IN A PROBABILITY-BASED MIXED-MODE PANEL

Authors: Bretschi, David; Weiß, Bernd
Organisation: GESIS Leibniz Institute for the Social Sciences, Germany

Relevance & Research:
Even with a growing number of Internet users in Germany, a substantial proportion of respondents with Internet access still chose to participate in the mail mode, when given a choice. We know little about the characteristics of those reluctant respondents, as most survey designs do not allow to measure potential predictors of the mode choice process before individuals make a decision. This study aims to fill this gap by investigating which personal characteristics of respondents in a mixed-mode panel are related to their willingness to respond via the web mode.

Methods & Data:
We use data from multiple waves of the GESIS Panel, a probability-based mixed-mode panel in Germany [N=5,700]. In October/November 2018, a web-push intervention motivated around 20 percent of 1,896 panelists previously using the mail mode to complete the survey via the web mode. We measured potential predictors of mode choice in waves before the intervention. These predictors include indicators of web-skills, web usage, attitudes to the Internet, and privacy concerns. Our study design allows us to investigate how those predictors are associated with mode choice of panelists who switched to the web and those who refused to do so.

Results:
Preliminary results suggest that web-skills and web usage are important predictors of mode choice. In contrast, general privacy concerns do not seem to affect the decision to respond via the web mode, but attitudes towards the Internet do.

Added Value:
This study will provide new insights into how the characteristics of respondents predict their decision to participate in web surveys. Learning more about the mode choice process and response propensities of web surveys is important to develop effective web-push methods for cross-sectional and longitudinal studies.
THE EFFECT OF LAYOUT AND DEVICE ON MEASUREMENT INVARIANCE IN WEB SURVEYS

Authors: Schaurer, Ines [1]; Meitinger, Katharina [2]; Bretschi, David [1]
Organisation: 1: GESIS Leibniz Institute for the Social Sciences, Germany
2: Utrecht Universit, The Netherlands

Relevance & Research Question:
As the majority of online surveys nowadays are mixed-device studies of personal desktop computers [PC] and smartphones, the layout needs to be adapted to both device types. A lot of well-established constructs are usually presented in the matrix format. However, matrices are not recommended for the use in smartphone surveys. Therefore, matrix questions are a challenge for all mixed-device studies. So far, the majority of studies that investigate the effects of layout and device on data quality have focused on indicators such as nonresponse and satisficing strategies. In our experimental study we focus on the combined effect of devices and layouts on measurement invariance.

Methods & Data:
In an experimental study we assessed the comparability of different constructs across device and layout combinations. We varied the two factors device (desktop vs. mobile device) and layout (optimized for desktop vs. optimized for smartphones vs. build-in adaptive layout), resulting in six groups of layout-device combinations. We included 5 well-established constructs with different numbers of scale points that are usually presented in a matrix format.

In October 2018 respondents from an online access panel in Germany were randomly invited to one of the six experimental groups. We applied quota sampling regarding age, sex, and education. Overall 3096 respondents finished the survey.

The experimental design allows us to examine whether the different layout settings have an impact on the perceived range of response scales and the presentation of multiple question as one conceptual unit. We evaluate whether layout and device have an impact on mean levels and whether the latent constructs are comparable across groups by the means of structural equation modelling.

Results:
We find that layout and device do not impact mean levels of the constructs and we find a high level of comparability across experimental groups [scalar invariance].

Added Value:
This study provides evidence on the effect of layout choices on measurement invariance, depending on the device used. Furthermore, it offers information about comparability of results in mixed-device studies and practical guidance for designing mixed-device studies.

MEASURING RESPONDENTS’ SAME-DEVICE MULTITASKING THROUGH PARADATA

Authors: Baier, Tobias; Fuchs, Marek
Organisation: TU Darmstadt, Germany

Relevance & Research Question:
As a self-administered survey mode, Web surveys allow respondents to temporarily leave the survey page and switch to another window or browser tab. This form of sequential multitasking has the potential to disrupt the response process and may reduce data quality due to respondents’ distraction [Krosnick 1991]. Browser data indicating respondents leaving the survey page allow to non-reactively measure respondents’ multitasking. To investigate whether page-switching respondents produce lower data quality, one has to consider how to identify and delimit this group based on the time

Methods & Data:
The study utilized data from a national survey about religion and religious practices conducted among a representative sample of Danish adults (n=5,000). Respondents were sampled from the Danish Civil Registration System, and the net sample consisted of answers from 1,865 adults [response rate approximately 40%]. Data were collected through a self-administered web survey with respondent self-selection of response device. The final dataset included para data on response time and breakoffs, as well as a respondent self-evaluated measure of response thoroughness, that was utilized to measure survey data quality.

Results:
In line with existing findings on the field, the study found no differences in data quality across different response devices. Though breakoff rates were higher among smartphone respondents [smartphone: 17.1 , tablet: 8.8 %, PC: 10.9 %], these were a result of biases in self-selection of device and not ‘real’ device effects.

Added Value:
The study contributed to existing knowledge about whether so-called ‘device effects’ actually exist in web surveys. It did so by replicating existing findings in a representative population sample and in the context of a large scientific survey that is more demanding cognitively for respondents. Furthermore, the inclusion of perspectives from media research contributed to a more nuanced understanding of possible impacts of response device.
they do not spend on the survey page. Given that very short page-switching events might occur due to slips or unintentional behavior they might not be harmful to the response process. According, the aim of this paper is to discuss the adequate time threshold to classify respondents as multitaskers.

Methods & Data:
For analyses reported in this paper, two Web surveys among members of a non-probability online panel \( n=1,653; n=1,148 \) and a Web survey among university applicants \( n=1,125 \) conducted in 2018 were used. To measure multitasking the JavaScript tool SurveyFocus (Höhne & Schlosser 2018) was implement. The prevalence of page-switching is computed using different time thresholds \(< 2 \text{ sec}, < 5 \text{ sec}, < 10 \text{ sec}\). Item-nonresponse, degree of differentiation in matrix questions and characters to open-ended questions serve as measures of data quality.

Results:
Preliminary analyses indicate that 15 to 33 percent of respondents multitask at least once in the survey. Previous results on all page switchers also indicate that these respondents do not produce lower data quality. However, so far we did not differentiate between respondents with short or long time absent. The analyses presented in this paper will show whether these results change when different time thresholds are applied. Furthermore, we will investigate whether page-switching respondents differ in their characteristics, their device used and completion time depending on the time they spent absent.

Added Value:
Paradata on page-switching provides an opportunity to measure respondents’ multitasking unobtrusively. This paper addresses the challenge to identify multitasking respondents based upon this data to investigate the relationship of multitasking and data quality.

Cognitive Processing of Grid Questions: Evidence from an Eye-Tracking Experiment

Relevance & Research Question:
The frequent use of grid questions in web surveys is often linked to their assumed efficiency because they reduce the length of questionnaires what, in consequence, contributes to reducing the response burden for respondents. Accordingly, previous studies have found shorter response times for grid questions compared to alternative question formats (e.g., Tourangeau, Couper, and Conrad 2004). However, previous research has also provided evidence that particularly demanding grid questions have negative effects on response quality compared to item-by-item designs. Furthermore, a study by Rolfmann, Gummer, and Silber (2018) reported that the response time for the first question item did not differ between a grid and an item-by-item design, thus, raising the question whether longer response times for item-by-item designs result from deeper cognitive processing in answering the remaining items of the question. This contribution aims at answering the research question whether altering the question format affects the level of cognitive processing in answering survey questions.

Methods & Data:
We used data from three fully randomized between-subject experiments, which we implemented in an eye-tracking study with 131 participants from different socio-demographic strata. In each experiment, respondents answered ten items either on a single page (long grid), on two pages with five items each (short grid), or on ten separate pages (item-by-item). In addition, we varied whether respondents answered the questions on a 5- or 11-point response scale to further manipulate the degree of task difficulty.

Results:
Analyzing fixation times and counts, we found little differences in the level of cognitive processing of item texts between the grid and item-
by-item designs. While cognitive processing of the response categories was more extensive for short and long grids, respondents in the item-by-item condition processed the question stem more intensely. The effects of using different response scales on cognitive processing were less pronounced.

Added Value:
Based on our results, we conclude that item-by-item designs facilitate the process of response selection while small and large grids facilitate awareness of the relatedness of the question items. Our contribution closes with recommendations for the design of grid questions in web surveys.

INVESTIGATING THE IMPACT OF VIOLATIONS OF THE LEFT AND TOP MEANS FIRST HEURISTIC ON RESPONSE BEHAVIOR AND DATA QUALITY IN A PROBABILITY-BASED ONLINE PANEL

Authors: Höhne, Jan Karem [1,2]; Yan, Ting [3]
Organisation: 1: University of Mannheim, Germany
2: RECSM-Universitat Pompeu Fabra, Spain
3: Westat, United States of America

Relevance & Research Question:
Online surveys are an established data collection mode that use written language to provide information. The written language is accompanied by visual elements, such as presentation forms and shapes. However, research has shown that visual elements influence response behavior because respondents sometimes use interpretive heuristics to make sense of the visual elements. One such heuristic is the "left and top means first" (LTMF) heuristic, which suggests that respondents tend to expect that a response scale consistently runs from left to right or from top to bottom.

Methods & Data:
In this study, we build on the experiment on "order of the response options" by Tourangeau, Couper, and Conrad (2004) and extend it by investigating the consequences for response behavior and data quality when response scales violate the LTMF heuristic. We conducted an experiment in the probability-based German Internet Panel in July 2019 and randomly assigned respondents to one of the following two groups: the first group (n = 2,346) received options that followed in a consistent order (agree strongly, agree, it depends, disagree, disagree strongly). The second group (n = 2,341) received options that followed in an inconsistent order (it depends, agree strongly, disagree strongly).

Results:
The results reveal significantly different response distributions between the two experimental groups. We also found that inconsistently ordered response options significantly increase response times and decrease data quality in terms of criterion validity. These findings indicate that order discrepancies confuse respondents and increase the overall response effort in terms of response times. They also affect response distributions reducing data quality.

Added Value:
We recommend presenting response options in a consistent order and in line with the design strategies of the LTMF heuristic. Otherwise, this may affect the outcomes of survey measures and thus the conclusions that are drawn from these measures.